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#### Abstract

This course is intended for a $3^{\text {rd }}$ year graduate student with no background on topology. The present document is a collection of notes for each lesson.


Course webpage. Various information (schedule, homework) are gathered on https://ra phaeltinarrage.github.io/EMApTopology.html.

Homeworks. Exercises with a vertical segment next to them are your homework. Here is the first one:

Exercise 0. Send me an email answering the following questions:

- Do you understand English well?
- Have you ever studied topology?
- Have you ever coded? In which language?
- Any remarks?
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## Chapter I

## General topology

## 1 TOPOLOGICAL SPACES

In this section, we will introduce the basic vocabulary of topology: topological spaces, open and closed sets. We will study examples of topologies on finite sets, as well as on $\mathbb{R}^{n}$. In order to build topologies, we will define the notion of generated topologies. This will allow us to build the Euclidean topology, and the product topology. We will also define the subspace and quotient topologies.

In order to prepare this section, I drew inspiration from [1]. We won't introduce some useful notions, such as neighborhoods, initial and final topologies, as well as basis of open sets. The reader may refer to [2] for an extensive presentation.

### 1.1 TOPOLOGIES

§1.1.1 OPEN SETS. Topological spaces are abstractions of the concept of 'shape' or 'geometric object'. We start by defining them via open sets.

Definition 1.1. A topological space is a pair $(X, \mathscr{T})$ where $X$ is a set and $\mathscr{T}$ is a collection of subsets of $X$ such that:

1. $\emptyset \in \mathscr{T}$ and $X \in \mathscr{T}$,
2. for every (potentially infinite) collection $\left(O_{\alpha}\right)_{\alpha \in A} \subset \mathscr{T}$, we have $\bigcup_{\alpha \in A} O_{\alpha} \in \mathscr{T}$,
3. for every finite collection $\left(O_{i}\right)_{1 \leq i \leq n} \subset \mathscr{T}$, we have $\bigcap_{1 \leq i \leq n} O_{i} \in \mathscr{T}$.

The set $\mathscr{T}$ is called a topology on $X$. In these notes, we will use the symbol $\mathscr{P}(X)$ to denote the powerset of $X$, that is, the set of subsets of $X$. It follows that a topology on $X$ is an subset of $\mathscr{P}(X)$, i.e., $\mathscr{T} \subset \mathscr{P}(X)$.

The elements of $\mathscr{T}$ are called the open sets. With this vocabulary, the previous definition can be reformulated as follows;

1. the empty set is an open set, the set $X$ itself is an open set,
2. an infinite union of open sets is an open set,
3. a finite intersection of open sets is an open set.

In general, in a given topology, an infinite intersection of open sets may not be open. An example is given in Exercise 5 . However, when $X$, is finite, this statement is true.
§1.1.2 Closed sets. For every open set $O \in \mathscr{T}$, its complementary ${ }^{c} O=\{x \in X \mid x \notin O\}$ is called a closed set. In other words, a subset $P \subset X$ is closed if and only if its complementary is open. As a direct consequence of Definition 1.1, one proves the following:

Proposition 1.2. We have:

1. the sets $\emptyset$ and $X$ are closed sets,
2. for every (potentially infinite) collection ( $P_{\alpha}$ ) $\alpha \in A$ of closed set, $\bigcap_{\alpha \in A} P_{\alpha}$ is a closed set,
3. for every finite collection $\left(P_{i}\right)_{1 \leq i \leq n}$ of closed sets, $\bigcup_{1 \leq i \leq n} P_{i}$ is a closed set.

Proof. Point 1. The set $\emptyset$ is closed because ${ }^{c} \emptyset=X$ is open, according to Point 1 of Definition 1.1. Same for $X$ since ${ }^{c} X=\emptyset$ is open.

Point 2. If $\left(P_{\alpha}\right)_{\alpha \in A}$ is an infinite collection of closed set, then for every $\alpha \in A,{ }^{c} P_{\alpha}$ is open. Now, we use the relation (known as De Morgan's law)

$$
c\left(\bigcap_{\alpha \in A} P_{\alpha}\right)=\bigcup_{\alpha \in A}^{c} P_{\alpha} .
$$

This is a union of open sets, hence it is open by Point 2 of Definition 1.1. Hence $\bigcap_{\alpha \in A} P_{\alpha}$ is closed.

Point 3. Just as previously, if $\left(P_{i}\right)_{1 \leq i \leq n}$ is a finite collection of closed set, then each $i \in \llbracket 1, n \rrbracket,{ }^{c} P_{i}$ is open. We have the relation

$$
c\left(\bigcup_{1 \leq i \leq n} P_{i}\right)=\bigcap_{1 \leq i \leq n}{ }^{c} P_{i} .
$$

This is a finite intersection of open sets, hence it is open by Point 3 of Definition 1.1. Hence $\bigcup_{1 \leq i \leq n} P_{i}$ is closed.

Note that the converse of Proposition 1.2 is true: if $\mathscr{T}^{\prime}$ is a collection of sets satisfying 1, 2 and 3, then the collection of complementaries $\mathscr{T}=\left\{{ }^{c} P \mid P \in \mathscr{T}^{\prime}\right\}$ satisfies the axioms of Definition 1.1. Therefore, this proposition can serve as an alternative definition for topological spaces. We say that we define a topology via its closed sets.

Example 1.3. Let $X=\{0\}$ be a set with one element. There exists only one topology on $X$ : $\mathscr{T}=\{\emptyset,\{0\}\}$.

Example 1.4. Let $X$ be any set. The subset $\mathscr{T}=\{\emptyset, X\}$ is a topology on $X$, called the trivial topology. Likewise, the power set of $X$, denoted $\mathscr{P}(X)$, is a topology on $X$, called the discrete topology.

Example 1.5. Let $X=\{0,1\}$ be a set with two elements. There exists only four different topologies on $X$ :
$\mathscr{T}_{1}=\{\emptyset,\{0,1\}\}, \quad \mathscr{T}_{2}=\{\emptyset,\{0\},\{0,1\}\}, \quad \mathscr{T}_{3}=\{\emptyset,\{1\},\{0,1\}\}, \quad \mathscr{T}_{4}=\{\emptyset,\{0\},\{1\},\{0,1\}\}$.


Example 1.6. Let $X=\{0,1,2\}$ be a set with three elements. The set $\mathscr{T}=\{\emptyset\}$ is not a topology on $X$ because the whole set $X=\{1,2,3\}$ does not belong to $\mathscr{T}$. Likewise, the set

$$
\mathscr{T}=\{\emptyset,\{0\},\{1\},\{0,1,2\}\}
$$

is not a topology on $X$ because the finite union $\{0\} \cup\{1\}=\{0,1\}$ does not belong to $\mathscr{T}$.
Example 1.7. The set

$$
\mathscr{T}=\{\emptyset, \mathbb{R}\} \cup\{[0, a] \mid a \geq 0\}
$$

is not a topology on $\mathbb{R}$. Indeed, the following union of open sets is not an open set:

$$
\bigcup_{a \geq 0}[0, a]=[0,+\infty) .
$$

§1.1.3 COMPARISON OF TOPOLOGIES. As illustrated in Example 1.4, any set $X$ of cardinal greater than 1 admits several different topologies. We shall compare them as follows.

Definition 1.8. Consider two topologies $\mathscr{T}_{1}$ and $\mathscr{T}_{2}$ on $X$. If $\mathscr{T}_{1} \subset \mathscr{T}_{2}$, we say that $\mathscr{T}_{1}$ is coarser than $\mathscr{T}_{2}$, and that $\mathscr{T}_{2}$ is finer than $\mathscr{T}_{1}$.

In other words, $\mathscr{T}_{2}$ is finer than $\mathscr{T}_{1}$ if it has 'more open sets'. The relation 'being coarser' is a partial ordering on the set of all topologies on $X$. Using this relation, we can represent the set of all topologies on $X$ as lattice, as drawn below for the case of Example 1.5. It will be called the lattice of topologies on $X$. In these notes, when $A$ and $B$ are sets such as $A \subset B$, the map $A \hookrightarrow B$ will denote the inclusion map.


Note that the relation 'being coarser' admits a lowest element (that is, an element that is coarser than any other): the trivial topology. Similarly, it admits a greatest element: the discrete topology. In the language of partially ordered sets, we say that this lattice is bounded.
§1.1.4 INTERSECTION AND UNION OF TOPOLOGIES. We now wish to build new topologies, based on an arbitrary collection $\left\{\mathscr{T}_{\alpha}\right\}_{\alpha \in A}$ on $X$. The easiest construction is the intersection $\bigcap_{\alpha \in A} \mathscr{T}_{\alpha}$.

Proposition 1.9. An arbitrary intersection of topologies on $X$ is a topology.

Proof. It follows directly from Definition 1.1 .
The intersection topology $\bigcap_{\alpha \in A} \mathscr{T}_{\alpha}$ has the property that is the greatest topology included in all the $\mathscr{T}_{\alpha}$. In other words, if $\mathscr{T}$ is any topology on $X$ such that $\mathscr{T} \subset \mathscr{T}_{a}$ for all $\alpha \in A$, then we must have $\mathscr{T} \subset \bigcap_{a \in A} \mathscr{T}_{a}$. In the language of partially ordered sets, we say that the lattice of topologies has the greatest lower bound property.

As a dual construction, one would be tempted to consider the union $\bigcup_{a \in A} \mathscr{T}_{a}$. However, it may not be a topology. One should instead consider the following notion.

Definition 1.10. Let $S \subset \mathscr{P}(X)$ be any subset. The topology generated by $S$ is defined as the intersection of all the topologies on $X$ that contain $S$. It is denoted $\mathscr{T}(S)$.

Using Proposition 1.9, we have that $\mathscr{T}(S)$ is a topology on $X$. Moreover, it is the smallest topology included in all the $\mathscr{T}_{\alpha}$. That is to say, if $\mathscr{T}$ is any topology on $X$ such that $\mathscr{T} \supset \mathscr{T}_{a}$ for all $\alpha \in A$, then we must have $\mathscr{T} \supset \mathscr{T}(S)$. We say that the lattice of topologies has the least upper bound property. The following proposition gives an alternative description of the generated topology.

Proposition 1.11. For any $S \subset \mathscr{P}(X)$, the generated topology $\mathscr{T}(S)$ is the collection of arbitrary unions of finite intersections of element of $S$.

Proof. Let $\mathscr{T}^{\prime}$ denote the collection of arbitrary unions of finite intersections of element of $S$. As a direct consequence of Definition 1.1, one shows that $\mathscr{T}^{\prime}$ is a topology on $X$. Moreover, since the generated topology $\mathscr{T}$ is a topology, it must contain $\mathscr{T}^{\prime}$. But since $\mathscr{T}$ is the smallest topology containing $S$, we deduce that $\mathscr{T}^{\prime}=\mathscr{T}$.

Exercise 1 (Enumeration of topologies). Let $X=\{0,1,2\}$ be a set with three elements. How many different topologies does $X$ admit?

Remark: Let $t(n)$ be the number of different topologies on a set with $n$ elements. One obtains directly the bound $2 \leq t(n) \leq 2^{2^{n}}$ for $n \geq 3$. The lower bounds comes from the fact that the trivial and discrete topologies are topologies, and the upper bound from the fact that a topology on $X$ is an element of $\mathscr{P}(\mathscr{P}(X))$. A more involved bound can be found in [3]: $2^{n} \leq t(n) \leq 2^{n(n-1)}$.

Exercise 2. Let $X$ be a finite set, and $\mathscr{T}$ a topology on $X$ such that all the singletons $\{x\}$, $x \in X$, are closed. Show that $\mathscr{T}$ is the discrete topology.

Exercise 3 (Hausdorff separability). We say that a topological space $(X, \mathscr{T})$ is Hausdorff (or is a $T_{2}$-space) if for any $x, y \in X$ such that $x \neq y$,, there exists two open sets $U, V \in \mathscr{T}$ such that $x \in U, y \in V$ and $U \cap V=\emptyset$. Among the topologies on $X=\{0,1\}$ described in Example 1.5, which ones are Hausdorff?

Exercise 4. Show that the following set is a topology on $\mathbb{R}$ :

$$
\mathscr{T}=\{\emptyset, \mathbb{R}\} \cup\{(-a, a) \mid a>0\}
$$

Hint: Remind the least-upper-bound property of the real numbers.
Exercise 5 (Cofinite topology). Let $\mathbb{Z}$ be the set of integers. Consider the cofinite topology $\mathscr{T}$ on $\mathbb{Z}$, defined as follows: a subset $O \subset \mathbb{Z}$ is an open set if and only if $O=\emptyset$ or ${ }^{c} O$ is finite.

1. Show that $\mathscr{T}$ is a topology on $\mathbb{Z}$.
2. Exhibit an sequence of open sets $\left\{O_{n}\right\}_{n \in \mathbb{N}} \subset \mathscr{T}$ such that $\bigcap_{n \in \mathbb{N}} O_{n}$ is not open.

Remark: If the set $X$ is finite, then the cofinite topology is the discrete topology.
Exercise 6 (Zariski topology). A subset $F \subset \mathbb{R}^{n}$ is a Zariski-closed set if it can be written as

$$
F=\left\{x \in \mathbb{R}^{n} \mid \forall \alpha \in A, P_{\alpha}(x)=0\right\}
$$

where $\left(P_{\alpha}\right)_{\alpha \in A}$ is a (potentially infinite) collection of multivariate polynomials on $\mathbb{R}^{n}$. Show that the collection of Zariski-closed sets forms the collection of closed sets of a topology on $\mathbb{R}^{n}$, called Zariski topology.
Remark: Actually, as a consequence of Hilbert's Nullstellensatz, any Zariski-closed set can be written as the set of common roots of a finite family of polynomials.

Exercise 7 (Fifth proof of the infinity of primes from [4]). For any $a, b \in \mathbb{Z}$, define

$$
N_{a, b}=\{a+b n \mid n \in \mathbb{Z}\} .
$$

Call a subset $O \subset \mathbb{Z}$ closed if either $O=$ or if to every $a \in Z$ there exists a $b>0$ such that $N_{a, b} \subset O$. Let $\mathscr{T}$ denote the collection of all open sets.

1. Show that $\mathscr{T}$ is a topology on $\mathbb{Z}$.
2. Show that any nonempty open set is infinite, and that the $N_{a, b}$ are closed sets.
3. Let $\mathbb{P}$ denotes the set of all prime numbers. Show that $\mathbb{Z} \backslash\{-1,1\}=\bigcup_{b \in \mathbb{P}} N_{0, b}$.
4. By contradiction, use 2 . and 3 . to deduce that $\mathbb{P}$ is infinite.

### 1.2 EUCLIDEAN TOPOLOGY

Many topological spaces encountered in practice are subsets of the Euclidean spaces $\mathbb{R}^{n}$. On $\mathbb{R}^{n}$, we will mainly consider the Euclidean topology. In order to define this topology, we will use open balls. Remind that the Euclidean metric on $\mathbb{R}^{n}$ is defined for all $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ as:

$$
\|x\|=\sqrt{x_{1}^{2}+\ldots+x_{n}^{2}} .
$$

For $x \in \mathbb{R}^{n}$ and $r>0$, the open ball of center $x$ and radius $r$, denoted $\mathscr{B}(x, r)$, is defined as:

$$
\mathscr{B}(x, r)=\left\{y \in \mathbb{R}^{n},\|x-y\|<r\right\} .
$$



Definition 1.12. The Euclidean topology on $\mathbb{R}^{n}$, denoted $\mathscr{T}_{\mathbb{R}^{n}}$, is the topology generated by the balls $\left\{B(x, t) \mid x \in \mathbb{R}^{n}, t>0\right\}$.

According to the discussion of $\$ 1.1 .3$, the Euclidean topology is the smallest topology that contains all the open balls. We now give an alternative definition of it, often more convenient to identify open sets.

Proposition 1.13. A set $A$ is open (for the Euclidean topology) if and only if for every $x \in A$, there exists a $r>0$ such that $\mathscr{B}(x, r) \subset A$.


Proof. It will be convenient to use the following vocabulary: $A$ is open around $x$ if there exists $r>0$ such that $\mathscr{B}(x, r) \subset A$. Note that the proposition states that $A$ is open if and only if it is open around all of its points. Let us denote by $\mathscr{U}_{\mathbb{R}^{n}}$ the set of all subsets $A \subset \mathbb{R}^{n}$ that are open around all of their points, that is,

$$
\mathscr{U}_{\mathbb{R}^{n}}=\left\{A \subset \mathbb{R}^{n} \mid \forall x \in A, \exists r>0, \mathscr{B}(x, r) \subset A\right\} .
$$

In what follows, we will say that a subset $A \subset \mathbb{R}^{n}$ is $\mathscr{T}_{\mathbb{R}^{n}}$-closed (resp. $\mathscr{U}_{\mathbb{R}^{n}}$-closed) if it belongs to $\mathscr{T}_{\mathbb{R}^{n}}$ (resp. $\mathscr{U}_{\mathbb{R}^{n}}$ ). The proof consists in showing that $\mathscr{U}_{\mathbb{R}^{n}} \subset \mathscr{T}_{\mathbb{R}^{n}}$, and that $\mathscr{U}_{\mathbb{R}^{n}}$ is a topology that contains the open balls. Using the fact that $\mathscr{T}_{\mathbb{R}^{n}}$ is the smaller topology that contains the open balls, it follows that $\mathscr{T}_{\mathbb{R}^{n}}=\mathscr{U}_{\mathbb{R}^{n}}$.

First step: $\mathscr{U}_{\mathbb{R}^{n}} \subset \mathscr{T}_{\mathbb{R}^{n}}$. Let $O \in \mathscr{U}_{\mathbb{R}^{n}}$. For any $x \in O$, let $r_{x}>0$ be such that $\mathscr{B}\left(x, r_{x}\right) \subset O$. We have that $O=\bigcup_{x \in O} \mathscr{B}\left(x, r_{x}\right)$. Moreover, by definition, this union of open balls belongs to $\mathscr{T}_{\mathbb{R}^{n}}$. Hence $O \in \mathscr{T}_{\mathbb{R}^{n}}$, and we deduce that $\mathscr{U}_{\mathbb{R}^{n}} \subset \mathscr{T}_{\mathbb{R}^{n}}$.

Second step: $\mathscr{U}_{\mathbb{R}^{n}}$ contains the open balls. Let $x \in \mathbb{R}^{n}$ and $r>0$. Consider the ball $\mathscr{B}(x, r)$. In order to show that it is $\mathscr{U}_{\mathbb{R}^{n}}$-open, we must show that it is open around all of its points. Consider $y \in \mathscr{B}(x, r)$, and define $r^{\prime}=r-\|x-y\|$. We will show that $\mathscr{B}\left(y, r^{\prime}\right) \subset \mathscr{B}(x, r)$. To prove so, let $z \in \mathscr{B}\left(y, r^{\prime}\right)$. We apply the triangular inequality for the Euclidean norm:

$$
\begin{aligned}
\|z-x\| & \leq\|z-y\|+\|y-x\| \\
& \leq r^{\prime}+\|y-x\|=r .
\end{aligned}
$$

We deduce that $\mathscr{B}\left(y, r^{\prime}\right) \subset \mathscr{B}(x, r)$, hence that $\mathscr{B}(x, r)$ belongs to $\mathscr{U}_{\mathbb{R}^{n}}$.
Third step: $\mathscr{U}_{\mathbb{R}^{n}}$ is a topology. We shall verify the three axioms of Definition 1.1 .

- First axiom. Since $\emptyset$ contains no point, it is open around all of its points, hence belongs to $\mathscr{U}_{\mathbb{R}^{n}}$. The set $\mathbb{R}^{n}$ also is open, since for every $x \in \mathbb{R}^{n}$, the ball $\mathscr{B}(x, 1)$ is a subset of $\mathbb{R}^{n}$.
- Second axiom. Let $\left\{O_{\alpha}\right\}_{\alpha \in A} \subset \mathscr{T}_{\mathbb{R}^{n}}$ be a infinite collection of open sets, and define $O=$ $\bigcup_{\alpha \in A} O_{\alpha}$. Let $x \in O$. There exists an $\alpha \in A$ such that $x \in O_{\alpha}$. Since $O_{\alpha}$ is open, it is open
around $x$, i.e., there exists $r>0$ such that $\mathscr{B}(x, r) \subset O_{\alpha}$. We deduce that $\mathscr{B}(x, r) \subset O$, and that $O$ is open around $x$. Since this it true for any $x \in O$, we proved that $O$ is open.
- Third axiom. Consider a finite collection $\left\{O_{i}\right\}_{1 \leq i \leq n} \subset \mathscr{T}_{\mathbb{R}^{n}}$, and define $O=\bigcap_{1 \leq i \leq n} O_{i}$. Let $x \in O$. For every $i \in \llbracket 1, n \rrbracket$, we have $x \in O_{i}$. Since $O_{i}$ is open, it is open around $\bar{x}$, i.e., there exists $r_{i}>0$ such that $\mathscr{B}\left(x, r_{i}\right) \subset O_{i}$. Define $r_{\min }=\min \left\{r_{1}, \ldots r_{n}\right\}$. For every $i \in \llbracket 1, n \rrbracket$, we have $\mathscr{B}\left(x, r_{\min }\right) \subset O_{i}$. We deduce that $\mathscr{B}\left(x, r_{\min }\right) \subset O$, and that $O$ is open around $x$. Since this it true for any $x \in O$, we have proven that $O$ is open.

Example 1.14. The interval $I=(0,+\infty)$ is an open set for the Euclidean topology on $\mathbb{R}$. Indeed, for any $x \in I$, the open ball $\mathscr{B}(x, x)$ is included in $I$.

Example 1.15. The interval $[0,1]$ is a closed set for the Euclidean topology on $\mathbb{R}$. Indeed, its complement ${ }^{c}[0,1]=(-\infty, 0) \cup(1,+\infty)$ is open, since it is the union of two open sets.

Example 1.16. Let $\mathscr{C}=\left\{x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} \mid\|x\|_{\infty}<1\right\}$ be the filled open unit cube of $\mathbb{R}^{n}$, where $\|x\|_{\infty}=\max \left(\left|x_{1}\right|, \ldots,\left|x_{n}\right|\right)$ is the sup norm. Let $x \in \mathscr{C}$, define $r=1-\|x\|_{\infty}$, and consider the open ball $\mathscr{B}(x, r)$. For any $y \in \mathscr{B}(x, r)$, we have

$$
\|y\|_{\infty}=\max \left(\left|y_{1}\right|, \ldots,\left|y_{n}\right|\right)<\max \left(\left|x_{1}\right|+r, \ldots,\left|x_{n}\right|+r\right) \leq \max \left(\left|x_{1}\right|, \ldots,\left|x_{n}\right|\right)+r \leq 1
$$

Therefore, $\|y\|_{\infty}<1$, hence $\mathscr{B}(x, r) \subset \mathscr{C}$. This being true for any $x \in \mathscr{C}$, we deduce that $\mathscr{C}$ is open for the Euclidean topology.

Exercise 8. Consider the real line $\mathbb{R}$ endowed with the Euclidean topology. Are the following sets open? Are they closed?

1. the interval $[0,1)$,
2. the intervals $[x,+\infty), x \in \mathbb{R}$,
3. the singletons $\{x\}, x \in \mathbb{R}$,
4. the rational numbers $\mathbb{Q}$.

Exercise 9 (Sorgenfrey line). Let $\mathscr{U}$ be the topology on $\mathbb{R}$ generated by the collection

$$
\{[a, b) \mid a, b \in \mathbb{R}, a \leq b\}
$$

1. Show that $\mathscr{U}$ is finer than the Euclidean topology.
2. Show that for any $x \in \mathbb{R}$, the set $[x,+\infty)$ is open and closed.

### 1.3 CONSTRUCTION OF TOPOLOGIES

## §1.3.1 SUBSPACE TOPOLOGY

Definition 1.17. Let $(X, \mathscr{T})$ be a topological space, and $Y \subset X$ a subset. We define the subspace topology on $Y$ as the following set:

$$
\mathscr{T}_{\mid Y}=\{O \cap Y \mid O \in \mathscr{T}\} .
$$

Proposition 1.18. The set $\mathscr{T}_{\mid Y}$ is a topology on $Y$.

Proof. We have to check the three axioms of a topological space, as in Definition 1.1 .
First axiom. The set $\emptyset$ is clearly open for $\mathscr{T}_{\mid Y}$ because it can be written as $\emptyset \cap Y$. The set $Y$ also is open for $\mathscr{T}_{\mid Y}$ because it can be written $X \cap Y$, and $X$ is open for $\mathscr{T}$.

Second axiom. Let $\left\{O_{\alpha}\right\}_{\alpha \in A} \subset \mathscr{T}_{Y}$ be a infinite collection of open sets, and define $O=$ $\cup_{\alpha \in A} O_{\alpha}$. By definition of $\mathscr{T}_{Y}$, for every $\alpha \in A$, there exists $O_{\alpha}^{\prime}$ such that $O_{\alpha}=O_{\alpha}^{\prime} \cap Y$. Define $O^{\prime}=\bigcup_{\alpha \in A} O_{\alpha}^{\prime}$. It is an open set for $\mathscr{T}$. We have

$$
O=\bigcup_{\alpha \in A} O_{\alpha}=\bigcup_{\alpha \in A} O_{\alpha}^{\prime} \cap Y=\left(\bigcup_{\alpha \in A} O_{\alpha}^{\prime}\right) \cap Y=O^{\prime} \cap Y .
$$

Hence $O \in \mathscr{T}_{Y}$.
Third axiom. Consider a finite collection $\left\{O_{i}\right\}_{1 \leq i \leq n} \subset \mathscr{T}_{\mathbb{R}^{n}}$, and define $O=\bigcap_{1 \leq i \leq n} O_{i}$. Just as before, for every $i \in \llbracket 1, n \rrbracket$, there exists $O_{i}^{\prime}$ such that $O_{i}=O_{i}^{\prime} \cap Y$. Define $O^{\prime}=\bigcup_{1 \leq i \leq n} O_{i}^{\prime}$. It is an open set for $\mathscr{T}$. We have

$$
O=\bigcap_{1 \leq i \leq n} O_{\alpha}=\bigcap_{1 \leq i \leq n} O_{\alpha}^{\prime} \cap Y=\left(\bigcap_{1 \leq i \leq n} O_{\alpha}^{\prime}\right) \cap Y=O^{\prime} \cap Y .
$$

Hence $O \in \mathscr{T}_{Y}$.
Thanks to the subspace topology, any subset of $\mathbb{R}^{n}$ inherits a particular topology. Among the subsets of $\mathbb{R}^{n}$ that we will consider, let us list:

- the unit sphere $\mathbb{S}^{n-1}=\left\{x \in \mathbb{R}^{n} \mid\|x\|=1\right\}$,
- the unit cube $\mathscr{C}_{n-1}=\left\{x \in \mathbb{R}^{n} \mid\|x\|_{\infty}=1\right\}$ where $\|x\|_{\infty}=\max \left(\left|x_{1}\right|, \ldots,\left|x_{n}\right|\right)$,
- the open balls $\mathscr{B}(x, r)=\left\{y \in \mathbb{R}^{n} \mid\|x-y\|<r\right\}$ for $x \in \mathbb{R}^{n}$ and $r>0$,
- the closed balls $\overline{\mathscr{B}}(x, r)=\left\{y \in \mathbb{R}^{n} \mid\|x-y\| \leq r\right\}$ for $x \in \mathbb{R}^{n}$ and $r \geq 0$,
- the standard simplex

$$
\Delta_{n-1}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} \mid x_{1}, \ldots, x_{n} \geq 0, x_{1}+\ldots+x_{n}=1\right\} .
$$



Exercise 10. Consider the space $\mathbb{R}^{n}$ endowed with the Euclidean topology, and its unit sphere $\mathbb{S}^{n-1}$ endowed with the subspace topology. Define the upper hemisphere $\mathbb{S}_{+}^{n-1}=$ $\left\{x \in \mathbb{R}^{n} \mid\|x\|=1, x_{1}>0\right\}$. Show that $\mathbb{S}_{+}^{n-1}$ in open in $\mathbb{S}^{n-1}$, but not in $\mathbb{R}^{n}$.

Exercise 11 (Topologist's sine curve). Consider the plane $\mathbb{R}^{2}$ endowed with the Euclidean topology. Define the set

$$
X=\{(x, \sin (1 / x) \mid x \in(0, \pi]\} \cup\{(0,0)\}
$$

and endow it with the subspace topology. Show that the singleton $\{0\}$ is closed and not open.

Exercise 12 (Cantor set). Consider the Euclidean line $\mathbb{R}$. Let $C_{0}=[0,1], C_{1}=[0,1 / 3] \cup[2 / 3,1]$, $C_{2}=[0,1 / 9] \cup[2 / 9,1 / 3] \cup[2 / 3,7 / 9] \cup[8 / 9,1]$, and in general, let $C_{n+1}$ be the union of the $2 n+1$ closed intervals, each of length $(1 / 3)^{n+1}$, obtained by removing the open middle thirds of the $2^{n}$ closed intervals of $C_{n}$. We define

$$
\mathscr{C}=\bigcap_{n \geq 0} C_{n} .
$$

1. Show that $\mathscr{C}$ is a nonempty closed subset of $\mathbb{R}$.
2. Show that for all $x \in \mathscr{C}$, the singleton $\{x\}$ is open for the subspace topology on $\mathscr{C}$.

## §1.3.2 (Finite) PRODUCT TOPOLOGY

Definition 1.19. Let $\left(\left(X_{\alpha}, \mathscr{T}_{\alpha}\right)\right)_{\alpha \in A}$ be a collection of topological spaces. We denote by $\Pi_{\alpha \in A} \mathscr{T}_{\alpha}$ the topology generated by the sets $\Pi_{\alpha \in A} O_{\alpha}$ where $O_{\alpha} \in \mathscr{T}_{\alpha}$ for all $\alpha \in A$. If $A$ is finite, it is called the product topology, and when it is infinite, it is called the box topology.

Remark 1.20. In the context where $A$ is infinite, the term product topology is reserved for another topology, that we will study in more details in the context of functional topology in §9.1.2.

Exercise 13. Let $\mathbb{R}$ be endowed with the Euclidean topology $\mathscr{T}(\mathbb{R})$. Show that the product topology on $\mathbb{R} \times \cdots \times \mathbb{R}$ is equal to the Euclidean topology $\mathscr{T}\left(\mathbb{R}^{n}\right)$ on $\mathbb{R}^{n}$.

Exercise 14. Let $(X, \mathscr{T}),(Y, \mathscr{U})$ be two topological spaces. Show that if $A$ is a closed set of $X$ and $B$ a closed set of $Y$, then $A \times B$ is a closed set of the product topology.

Exercise 15. Let ( $X, \mathscr{T}$ ) be a topological space, and consider the product topology on $X \times X$. Show that $(X, \mathscr{T})$ is Hausdorff (in the sense of Exercise 3) if and only if the diagonal $\Delta=$ $\{(x, x) \mid x \in X\}$ is closed in $X \times X$.
§1.3.3 QUotient topology if $X$ is any set, we remind the reader that an equivalence relation on $X$ is a binary relation, denoted $\mathscr{R}$, which satisfies:
(reflexivity) $\forall x \in X, x \mathscr{R} x$,
(symmetry) $\forall x, y \in X, x \mathscr{R} y \Longleftrightarrow y \mathscr{R} x$,
(transitivity) $\forall x, y, z \in X,(x \mathscr{R} y$ and $y \mathscr{R} z) \Longrightarrow x \mathscr{R} z$.
For any $x \in X$, we define its equivalence class as $\mathscr{O}_{x}=\{y \in X \mid x \mathscr{R} y\}$. Using the fact that $\mathscr{R}$ is an equivalence relation, we deduce the following fact: $x \mathscr{R} y \Longleftrightarrow \mathscr{O}_{x}=\mathscr{O}_{y}$. As a consequence, the set of equivalence classes form a partition of $X$. It is denoted $X / \mathscr{R}$, and is called the quotient set. We denote the projection map as

$$
\begin{aligned}
\pi: X & \longrightarrow X / \mathscr{R} \\
x & \longmapsto \mathscr{O}_{x}
\end{aligned}
$$

Definition 1.21. Let $(X, \mathscr{T})$ be topological space and $\mathscr{R}$ an equivalence relation on $X$. The quotient topology on $X / \mathscr{R}$ is defined as the topology whose open sets are the subsets $O \subset X / \mathscr{R}$ such that $\pi^{-1}(O) \in \mathscr{T}$.

Remark 1.22. It is also called the final topology with respect to the map $\pi$.
The quotient topology gives a handy way to build new topological spaces. While quotienting the space, we 'merge', or 'identify' points that are in the same equivalence class.

Example 1.23 (Circle). Let $\mathbb{R}$ be the real line endowed with the Euclidean topology, and consider the relation $x \mathscr{R} y \Longleftrightarrow x-y \in \mathbb{Z}$. The equivalence classes are the sets $\mathscr{O}_{x}=\{x+n \mid$ $n \in \mathbb{Z}\}$, and the quotient space $\mathbb{R} / \mathscr{R}$ can be identified with the interval $[0,1)$. While quotienting $\mathbb{R}$, we 'roll it up on itself'. The quotient topology is the one of a circle. In order to give rigorous sense to this last sentence, we will have to wait until \$3.2.1.


Example 1.24 (Torii). More generally, the equivalence relation $x \mathscr{R} y \Longleftrightarrow \forall i \leq n, x_{i}-y_{i} \in \mathbb{Z}$ on the Euclidean space $\mathbb{R}^{n}$ give rise to the torus of dimension $n$. It is denoted $\mathbb{T}^{n}$.


Example 1.25 (Möbius strip). Let $[-1,1] \times[-1,1]$ be the square of $\mathbb{R}^{2}$, endowed with the subspace topology. Consider the equivalence relation generated by $(x, y) \mathscr{R}\left(x^{\prime}, y^{\prime}\right) \Longleftrightarrow|x|=$ $1, y=-x, x^{\prime}=-y^{\prime}$. The quotient topological space is called the Möbius strip. The construction consists in gluing the opposite sides of a square, reversing the direction.


Example 1.26 (Projective spaces). Let $\mathbb{S}^{n-1}$ be the unit sphere of $\mathbb{R}^{n}$, endowed with the subspace topology. The antipodal relation $x \mathscr{R} y \Longleftrightarrow x=-y$ is an equivalence relation on $\mathbb{S}^{n-1}$. The quotient topological space is called the real projective space of dimension $n-1$, and is denoted $P^{n-1} \mathbb{R}$. The first projective space $P^{1} \mathbb{R}$ actually is a circle (make a drawing).

Quotient topology also allows to give a rigorous sense to the idea of 'gluing'. If $(X, \mathscr{T})$ and $(Y, \mathscr{U})$ are two topological spaces, $A \subset X$ a subset and $f: A \rightarrow Y$ a map, the gluing of $A$ onto $B$ along $f$ is the quotient of the disjoint union $X \sqcup Y$ by the equivalence relation generated by $x \mathscr{R} f(x)$ for all $x \in A$. It is denoted $(X \sqcup Y) / f$.

Example 1.27 (Spheres are gluing of disks). Consider two copies $\overline{\mathscr{B}}_{1}, \overline{\mathscr{B}}_{2}$ of the unit closed ball $\overline{\mathscr{B}}(0,1)$ of $\mathbb{R}^{n}$. Let $\partial \overline{\mathscr{B}}_{1}$ denote the boundary of $\overline{\mathscr{B}}_{1}$, that is, the sphere. Let $f: \partial \overline{\mathscr{B}}_{1} \rightarrow \overline{\mathscr{B}}_{2}$ be the inclusion map. Then the gluing $\left(\overline{\mathscr{B}}_{1} \sqcup \overline{\mathscr{B}}_{2}\right) / f$ is the sphere $\mathbb{S}^{n}$.


Exercise 16 (Double-origin interval). Consider the topological space $X=[-1,1] \times\{0,1\}$, endowed with the subspace topology of $\mathbb{R}^{2}$. Let $\mathscr{R}$ be the relation on $X$ defined as $(t, a) \mathscr{R}(u, b) \Longleftrightarrow(t=u$ and $t \neq 0)$ or $(t=u$ and $a=b)$.

1. Show that $\mathscr{R}$ is an equivalence relation, and describe its equivalence classes.
2. Show that the quotient topology on $X / \mathscr{R}$ is not Hausdorff (in the sense of Exercise 3).


## 2 SEPARATION AND CONNECTEDNESS

In this section, we will continue introducing the basic vocabulary of topological spaces. We will first define the interior, the closure and the boundary of a set. We will then introduce the notion of Hausdorff separability, and finally of connectedness.

### 2.1 NEIGHBORHOODS, INTERIOR, CLOSURE, BOUNDARY

§2.1.1 NEIGHBORHOODS. In what follows, $(X, \mathscr{T})$ denotes a topological space.

Definition 2.1. Let $x \in X$ be a point. We say that a subset $A \subset X$ is a neighborhood of $x$ if $A$ contains an open set that contains $x$, that is, if $\exists O \in \mathscr{T}$ such that $O \subset A$ and $x \in O$.

In some textbooks, the set of all neighborhoods of $x$ is denoted $\mathscr{N}(x)$, although we will not use this notation in these notes. Note that an open set is a neighborhood of all of its points. Conversely, a subset $A$ that is a neighborhood of all of its points is open. Indeed, for each point $x \in A$, we can consider an open set $O_{x}$ that contains $x$, and write $A=\bigcup_{x \in A} O_{x}$, which is open since it is an union of open sets. However, in general, a neighborhood does not have to be open.

In the case of the Euclidean topology, and as a direct consequence of Proposition 1.13 , we get the following characterization:

Proposition 2.2. Let $\left(\mathbb{R}^{n}, \mathscr{T}_{\mathbb{R}^{n}}\right)$ be the Euclidean space, $A \subset \mathbb{R}^{n}$ a subset and $x \in A$ a point. The set $A$ is a neighborhood of $x$ if and only if there exists a $r>0$ such that $\mathscr{B}(x, r) \subset A$.

Example 2.3. Let $\mathbb{R}$ be the Euclidean line. The set $A=[-1,1)$ is a neighborhood of 0 , since it contains the open set $(-1,1)$. However, it is not a neighborhood of -1 , since it does not contain any open ball of the form $(-1-r,-1+r)$.


## §2.1.2 INTERIOR, CLOSURE, BOUNDARY.

Definition 2.4. Let $A \subset X$ be any subset. We define

- its interior $\AA$, as the set of points for which $A$ is a neighborhood,
- its closure $\bar{A}$, as the set of points for which every neighborhood meets $A$,
- its boundary as $\partial A=\bar{A} \backslash \AA$.


Lemma 2.5. For any $A \subset X$, we have ${ }^{c}(\AA)=\overline{{ }^{c} A}$ and ${ }^{c}(\bar{A})=\stackrel{\circ}{{ }^{c} A}$.
Proof. We shall only prove the first equality, since the second one is obtained by taking the complementary of $A$. By definition, ${ }^{c} A$ is the set of points for which every neighborhood meets ${ }^{c} A$, that is, the set of points for which no neighborhood is contained in $A$. Consequently, ${ }^{c}\left(\overline{{ }^{c} A}\right)$ is the set of points for which there exists a neighborhood contained in $A$. In other words, ${ }^{c}(\bar{c} A)=\AA$, as wanted.

Proposition 2.6. Let $A \subset X$ be any subset. We have:

- $\AA$ is the union of open sets contained in $A$. As a consequence, it is the largest open set contained in $A$.
- $\bar{A}$ is the intersection of closed sets containing $A$. As a consequence, it is the smallest closed set containing $A$.

Proof. The first point is a direct consequence of the definition of the interior. The second point is a consequence of the first point and Lemma 2.5 .

As useful consequences of the previous proposition, we have that a set $A \subset X$ is open of and only if $\AA=A$, and $A$ is closed if and only if $\bar{A}=A$.

Example 2.7. Let $\mathbb{R}$ be the Euclidean line, and $A=[-1,1)$. We have $\AA=(-1,1), \bar{A}=[-1,1]$ and $\partial A=\{-1,1\}$. In general, in the Euclidean space $\mathbb{R}^{n}$, the interior of the closed ball is the open ball, and the closure of the open ball is the closed ball. Their boundary is the sphere.

Proposition 2.8. Let $A, B \subset X$. We have:

- $\widehat{\circ \cap B}=\AA \cap \stackrel{\circ}{A \cap}$ and $\overline{A \cup B}=\bar{A} \cup \bar{B}$,
- $\widehat{A \cup B} \supset \AA \cup \AA$ and $\overline{A \cap B} \subset \bar{A} \cap \bar{B}$,
- $\partial(A \cup B) \subset \partial A \cup \partial B$.

Exercise 17. On the Euclidean line $\mathbb{R}$, give examples of sets $A$ and $B$ for which $\widehat{A \cup B} \neq$ $\AA \cup \stackrel{\circ}{ }$, and for which $\overline{A \cap B} \neq \bar{A} \cap \bar{B}$.

Exercise 18 (Kuratowski axioms). Given a set $X$ and a map $c: \mathscr{P}(X) \rightarrow \mathscr{P}(X)$, consider the properties
(K1) $c(\emptyset)=\emptyset$
(K2) $\forall A \subset X, A \subset c(A)$
(K3) $\forall A \subset X, c(c(A))=c(A)$
(K4) $\forall A, B \subset X, c(A \cup B)=c(A) \cup c(B)$

Such a map $c$ is called a closure operator.

1. Given a topological space $(X, \mathscr{T})$, show that the map $A \mapsto \bar{A}$ is a closure operator on $X$.
2. Given a set $X$ and a closure operator $c: \mathscr{P}(X) \rightarrow \mathscr{P}(X)$, show that the collection $\{A \subset$ $X \mid c(A)=A\}$ forms the closed set of a topology on $X$.
3. Show that the previous constructions are inverse to one another.

Exercise 19 (Other formulation of Kuratowski axioms, [5, Exercise 5]). Show that the axioms (K1), (K2), (K3) and (K4) of Exercise 18 are equivalent to

$$
\left(\mathbf{K}^{*}\right) \quad \forall A, B \subset X, A \cup c(A) \cup c(c(B))=c(A \cup B) \backslash c(\emptyset)
$$

### 2.2 Separation

The notion of separation captures the idea that any two points can be separated by nonintersecting open sets. Several variations of this notion exist: $T_{0}$-spaces, $T_{1}$-spaces, $T_{2}$-spaces, regular spaces, normal spaces, ... Here, we will only introduce one of them.

Definition 2.9. We say that a topological space $(X, \mathscr{T})$ is a Hausdorff space (or is a $T_{2}$ space) if for any $x, y \in X$ such that $x \neq y$, there exists neighborhoods $U, V$ of $x$ and $y$ such that $U \cap V=\emptyset$.


Example 2.10. The Euclidean space $\left(\mathbb{R}^{n}, \mathscr{T}_{\mathbb{R}^{n}}\right)$ is Hausdorff. To prove, let $x, y \in X$ be such that $x \neq y$. Let $r=\|x-y\|$ be their distance. The balls $\mathscr{B}\left(x, \frac{r}{2}\right)$ and $\mathscr{B}\left(y, \frac{r}{2}\right)$ are neighborhoods of $x$ and $y$, and we have $\mathscr{B}\left(x, \frac{r}{2}\right) \cap \mathscr{B}\left(y, \frac{r}{2}\right)=\emptyset$.
Proposition 2.11. If $(X, \mathscr{T})$ is a Hausdorff space, then all the singletons $\{x\}, x \in X$, are closed.
Proof. Let us show that the complement ${ }^{c}\{x\}=X \backslash\{x\}$ is open. We will show that it is a neighborhood of all of its points. Since $X$ is Hausdorff, for any $y \in X$ such that $y \neq x$, there exists an neighborhood of $y$ that does not contain $x$. Hence $X \backslash\{x\}$ is a neighborhood of $y$.

Exercise 20 (Separability of Zariski topology). Show that the Zariski topology on $\mathbb{R}^{n}$ is not Hausdorff (see Exercise 6).

### 2.3 CONNECTEDNESS

§2.3.1 CONNECTED SPACES In a topological space, a set that is both open and closed will be called a clopen set.

Definition 2.12. Let $(X, \mathscr{T})$ be a topological space. We say that $X$ is connected if the only clopen sets are $\emptyset$ and $X$.

The following proposition shows that a connected topological space cannot be divided into two non-empty disjoint open sets, neither two non-empty disjoint closed sets.

Proposition 2.13. The following assertions are equivalent:

- $(X, \mathscr{T})$ is connected,
- for every open sets $O, O^{\prime}$ such that $O \cap O^{\prime}=\emptyset$ and $X=O \cup O^{\prime}$, we have $O=\emptyset$ or $O^{\prime}=\emptyset$,
- for every closed sets $P, P^{\prime}$ such that $P \cap P^{\prime}=\emptyset$ and $X=P \cup P^{\prime}$, we have $P=\emptyset$ or $P^{\prime}=\emptyset$.

Proof. Let us suppose that $X$ is not connected, and let $C$ be a non-trivial clopen set. Then ${ }^{c} C$ also is clopen, and $C \cup^{c} C$ gives the desired partition.

If $A \subset X$ is a subset, we say that $A$ is connected if the topological space $\left(A, \mathscr{T}_{\mid A}\right)$ for the subspace topology is connected (see §1.3.1).
Example 2.14. The subset $X=[0,1] \cup[2,3]$ of $\mathbb{R}$, endowed with the subspace topology, is not connected. Indeed, $[0,1]$ and $[2,3]$ are closed disjoint non-empty subsets that cover $X$.
Proposition 2.15. Consider $\mathbb{R}$ for the Euclidean topology. For all $a, b \in \mathbb{R}$ such that $a \leq b$, the intervals $(a, b),[a, b),(a, b]$ and $[a, b]$ are connected.
Proof. By contradiction, let us suppose that we can write $(a, b)=O \cup O^{\prime}$ with $O, O^{\prime}$ two nonempty disjoint open sets. Let $x \in O$ and $x^{\prime} \in O^{\prime}$. Without loss of generality, suppose that $x<x^{\prime}$. Let $s$ be the supremum of $\left\{t \in\left(x, x^{\prime}\right) \mid(x, t) \subset O\right\}$. Since $O^{\prime}$ is open, we have $s<x^{\prime}$.


By definition of the supremum, $O$ does not contain any open ball around $s$, hence $O$ does not contain $s$, since it is open. Similarly, $O^{\prime}$ does not contain any open ball around $s$, hence $O^{\prime}$ does not contain $s$. This is absurd.

Proposition 2.16. Let $(X, \mathscr{T})$ be a topological space, and $A \subset X$ a connected subset. Then its closure $\bar{A}$ is connected.

Proof. Let $C$ be a clopen set of $\bar{A}$. By definition of the subspace topology, $C \cap A$ is a clopen set for $A$. Since $A$ is connected, $C \cap A$ must be $\emptyset$ of $A$. Without loss of generality, we can suppose that $C \cap A=A$ (otherwise, we replace $C$ with ${ }^{c} C$ ). The relation $C \cap A=A$ is equivalent to $A \subset C$. Taking the closure, we get $\bar{A} \subset \bar{C}=C$. Moreover, $\bar{C}=C$ since $C$ is closed. Hence $\bar{A}=C$, proving the proposition.

In the next section, we will introduce the notion of continuous function, and that of pathconnectedness. This will be a handy tool to prove result about connectedness. In particular, we will show that the balls of $\mathbb{R}^{n}$ are connected, and more generally, that the convex subsets of $\mathbb{R}^{n}$ is connected.

Exercise 21. Among the topologies on $X=\{0,1\}$ (see Example 1.5], which ones yield connected spaces?
§2.3.2 CONNECTED COMPONENTS If a space is not connected, we can consider its connected components.

Definition 2.17. Let $(X, \mathscr{T})$ be a topological space and $x \in X$. The connected component of $x$, denoted $\mathscr{C}(x)$, is defined as the union of all connected subsets $U \subset X$ that contain $x$.

Proposition 2.18. A connected component is connected.
Proof. By contradiction, suppose that $\mathscr{C}(x)$ is not connected, and let $\mathscr{C}(x)=O \cup O^{\prime}$ be a partition in open sets. Without loss of generality, $x \in O$. Let $A$ be a connected subset of $X$ that contain $x$. We have a partition $A=(O \cap A) \cup\left(O^{\prime} \cap A\right)$ in open sets, hence $A$ by connectedness, we must have $A \subset O$ or $A \subset O^{\prime}$. Since $x \in A$, we deduce $A \subset O$. This being true for any connected subset $A$ containing $x$, we have $\mathscr{C}(x)=O$, and $O^{\prime}=\emptyset$. We deduce the result.

In other words, the connected component $\mathscr{C}(x)$ is the largest connected subspace that contains $x$. As a consequence of Proposition 2.16, every connected component is closed. In general, they may not be open, as shown in Exercise 22. However, this is true in the case of the Euclidean space, and its open subspaces.

Given two points $x, y \in X$, we have $y \in \mathscr{C}(x) \Longleftrightarrow \mathscr{C}(x)=\mathscr{C}(y)$. Consequently, the set of connected components of $X$ forms a partition of $X$.

Proposition 2.19. Let $\left(\mathbb{R}^{n}, \mathscr{T}\right)$ be the Euclidean space. Let $O \subset \mathbb{R}^{n}$ be an open set, and consider the topological space $\left(O, \mathscr{T}_{\mid O}\right)$ endowed with the subspace topology. Consider a point $x \in O$, and $\mathscr{C}(x)$ its connected component in $\left(O, \mathscr{T}_{O}\right)$. Then $\mathscr{C}(x)$ is an open set of $\left(\mathbb{R}^{n}, \mathscr{T}\right)$, hence also of $\left(O, \mathscr{T}_{\mid O}\right)$.

Proof. Let $y \in \mathscr{C}(x)$. Since $O$ is open in $\mathbb{R}^{n}$, there exists a ball $\mathscr{B}(y, r)$ included in $O$. By definition of the connected component, we have $\mathscr{B}(y, r) \subset \mathscr{C}(y)$. Using that $\mathscr{C}(x)=\mathscr{C}(y)$, we deduce $\mathscr{B}(y, r) \subset \mathscr{C}(x)$, hence that $\mathscr{C}(x)$ is open in $\mathbb{R}^{n}$.

Remark 2.20. The previous proposition is actually true for every locally connected space.
Example 2.21. Consider the subset $X=\{1,2,3,4,5,6,7,8,9,10\}$ of $\mathbb{R}$. Each of its subsets $\{i\}$, $i \in X$, are open. They are all non-empty, connected and disjoint. Hence $X$ admits ten connected components.

Exercise 22 (Connected components of $\mathbb{Q}$ ). Let $\mathbb{Q}$ be endowed with the subspace Euclidean topology of $\mathbb{R}$.

1. Show that the connected components of $\mathbb{Q}$ are the singletons $\{x\}, x \in \mathbb{Q}$.
2. Show that the singletons are not open in $\mathbb{Q}$.

This shows that Proposition 2.19 is not true in general.
Hint: Remember that between two distinct rational numbers there exists an irrational number.

## 3 CONTINUITY AND HOMEOMORPHISMS

This chapter in based on [6]. We will (at last!) introduce the notion of continuous map. Often, in textbooks, continuous maps are introduced at the very beginning, allowing to understand topology not as the theory of topological spaces, but as the category of topological spaces endowed with continuous maps. In this course, we chose to talk first about topological spaces only, so as to focus on their axioms. By introducing continuous maps, we will be able to define formally what it means to compare topological spaces. We will use, depending on the viewpoint, the relation of homeomorphism, or the relation of homotopy equivalence, defined in the next chapter.

### 3.1 Continuous maps

§3.1.1 CONTINUITY. The topologist's point of view allows to define the notion of continuity in great generality. Throughout this section, we will consider two topological spaces $(X, \mathscr{T})$ and $(Y, \mathscr{U})$.

Definition 3.1. Let $f: X \rightarrow Y$ be a map. We say that $f$ is continuous if for every $O \in \mathscr{U}$, the preimage $f^{-1}(O)=\{x \in X \mid f(x) \in O\}$ is in $\mathscr{T}$.

In other words, a map is continuous if the preimage of any open set is an open set. As shown in the following example, the continuity of a map depends on the topologies that are given to $X$ and $Y$. Therefore, we should not say ' $f: X \rightarrow Y$ is continuous', but ' $f:(X, \mathscr{T}) \rightarrow(Y, \mathscr{U})$ is continuous'. However, when it will be clear what topologies we are considering, and when there will be no risk of confusion, we will use the first sentence.

Example 3.2. Let $X$ and $Y$ be both $\{0,1\}$, and met $f:\{0,1\} \rightarrow\{0,1\}$ be the identity map (that is, $f(0)=0$ and $f(1)=1$ ). Consider the trivial and the discrete topology

$$
\mathscr{T}=\{\emptyset,\{0,1\}\} \quad \text { and } \quad \mathscr{U}=\{\emptyset,\{0\},\{1\},\{0,1\}\} .
$$

The map $f$, seen as a map between the topological spaces $(X, \mathscr{T})$ and $(Y, \mathscr{U})$, is not continuous. Indeed, $\{0\}$ is an open set of $(Y, \mathscr{U})$, but $f^{-1}(\{0\})=\{0\}$ is not an open set of $(X, \mathscr{T})$. However, seen as a map between the topological spaces $(X, \mathscr{U})$ and $(Y, \mathscr{U}), f$ is continuous. For instance the preimage, $f^{-1}(\{0\})=\{0\}$ is an open set of $(X, \mathscr{U})$.

Continuity can also be stated in terms of closed sets:
Proposition 3.3. A map is continuous if and only if the preimage of closed sets are closed sets.

Exercise 23. Prove Proposition 3.3 .
Hint: For any subset $A \subset Y$, show that $f^{-1}\left({ }^{c} A\right)={ }^{c}\left(f^{-1}(A)\right)$.
Example 3.4. Let $X=Y=\mathbb{R}$, endowed with the Euclidean topology. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be defined as $f(x)=0$ for all $x \leq 0$, and $f(x)=1$ for all $x>0$. The set $(-1,1)$ is open, but $f^{-1}((-1,1))=$ $(-\infty, 0]$ is not. Hence $f$ is not continuous.


The following propositions say that the composition of two continuous maps, as well as the restriction of a continuous map, are continuous maps.

Proposition 3.5. Let $(X, \mathscr{T}),(Y, \mathscr{U})$ and $(Z, \mathscr{V})$ be three topological spaces, and $f: X \rightarrow Y$, $g: Y \rightarrow Z$ two continuous maps. Then the composition $g \circ f: X \rightarrow Z$ is a continuous map.

Proof. Let $O \in \mathscr{V}$ be an open set of $Z$. We have to show that $(g \circ f)^{-1}(O)$ is in $\mathscr{T}$. First, note that $(g \circ f)^{-1}(O)=f^{-1}\left(g^{-1}(O)\right)$. Since $g$ is continuous, the set $g^{-1}(O)$ is in $\mathscr{U}$, i.e., it is an open set of $Y$. But since $f$ is continuous, its preimage $f^{-1}\left(g^{-1}(O)\right)$ also is an open set (of $X$ ). Since this is true for any open set $O \in \mathscr{V}$, we deduce that $g \circ f$ is continuous.

Proposition 3.6. Let $f$ be a continuous map between $(X, \mathscr{T})$ and $(Y, \mathscr{U})$. Consider a subset $A \subset X$, and endow it with the subspace topology $\mathscr{T}_{\mid A}$. The induced map $f_{\mid A}:\left(A, \mathscr{T}_{\mid A}\right) \rightarrow$ $(Y, \mathscr{U})$ is continuous. Moreover, for any subset $B \subset Y$ such that $f(A) \subset B$, the induced map $f_{\mid A, B}:\left(A, \mathscr{T}_{\mid A}\right) \rightarrow\left(B, \mathscr{U}_{\mid B}\right)$ also is continuous.

Proof. We will only prove the second statement. For every open set $O \in \mathscr{U}_{\mid B}$, let us show that $\left(f_{\mid A, B}\right)^{-1}(O)$ is in $\mathscr{T}_{\mid A}$. By definition of the subspace topology $\mathscr{U}_{\mid B}$, there exists $O^{\prime} \in \mathscr{U}$ such that $O=O^{\prime} \cap B$. Now, we have

$$
f_{\mid A, B}^{-1}(O)=f_{\mid A, B}^{-1}\left(O^{\prime} \cap B\right)=f_{\mid A, B}^{-1}\left(O^{\prime}\right) \cap f_{\mid A, B}^{-1}(B)
$$

Because of the assumption $f(A) \subset B$, we have $\left(f_{\mid A, B}\right)^{-1}(B)=A$, and we deduce $f_{\mid A, B}^{-1}(O)=$ $f_{\mid A, B}^{-1}\left(O^{\prime}\right) \cap A$. Since $f$ is continuous, the preimage $f_{\mid A, B}^{-1}\left(O^{\prime}\right)$ is in $\mathscr{T}$, hence the intersection $f_{\mid A, B}^{-1}\left(O^{\prime}\right) \cap A$ is in $\mathscr{T}_{\mid A}$.

Exercise 24 (Trivial and discrete continuity). Consider the maps $f:(X, \mathscr{T}) \rightarrow(Y, \mathscr{U})$.

1. Show that if $\mathscr{T}$ is the discrete topology, then all the maps are continuous.
2. Show that if $\mathscr{U}$ is the trivial topology, then all the maps are continuous.
§3.1.2 LINK WITH THE USUAL $\boldsymbol{\varepsilon}-\boldsymbol{\delta}$ CALCULUS. We now investigate what continuity means between the Euclidean spaces. Consider a continuous map $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$. Let $\varepsilon>0$. The open ball $\mathscr{B}(f(x), \varepsilon)$ is an open set of $\mathbb{R}^{m}$. By continuity of $f$, the preimage $f^{-1}(\mathscr{B}(f(x), \varepsilon))$ is an open set. Since $x$ belongs to $f^{-1}(\mathscr{B}(f(x), \varepsilon))$, Proposition 1.13 gives a $\eta>0$ such that

$$
\mathscr{B}(x, \eta) \subset f^{-1}(\mathscr{B}(f(x), \varepsilon)) .
$$

This is equivalent to

$$
\forall y \in \mathscr{B}(x, \eta), f(y) \in \mathscr{B}(f(x), \varepsilon) .
$$

In other words, for all $y \in \mathbb{R}^{n}$,

$$
\|x-y\|<\eta \Longrightarrow\|f(x)-f(y)\|<\varepsilon
$$

We recognize usual definition of continuity:
Proposition 3.7. A map $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is continuous if and only if, for every $x \in \mathbb{R}^{n}$ and $\varepsilon>0$, there exists $\eta>0$ such that for all $y \in \mathbb{R}^{n}$, we have $\|x-y\|<\eta \Longrightarrow\|f(x)-f(y)\|<\varepsilon$.

As a consequence, what we already know about continuity between Euclidean spaces still applies in our context.
§3.1.3 CONNECTEDNESS VIA CONTINUOUS MAPS. Using the notion of continuous maps, we can give an alternative definition of connectedness (see Definition 2.12).

Proposition 3.8. A topological space $(X, \mathscr{T})$ is connected iff every continuous map from $X$ to the discrete space $\{0,1\}$ is constant.

Proof. We prove first the direct implication. Suppose that $X$ is connected, and that $f:\{0,1\}$ is continuous. Endowes with the discrete topology, $\{0\}$ is a clopen set of $\{0,1\}$. Hence $f^{-1}(\{0\})$ must be clopen, hence it must be $\emptyset$ or $X$, as $X$ is connected. We deduce that $f$ is respectively constant equal to 1 or to 0 .

In order to prove the converse implication, we consider the contraposition. Suppose that $X$ is not connected. Hence $X$ admits a clopen set $A$ such that $\subsetneq A \subsetneq X$. Note that ${ }^{c} A$ also is clopen. We build a map $f:\{0,1\}$ by setting $f(x)=0$ for all $x \in A$ and $f(x)=1$ for all $x \in{ }^{c} A$. It is a continuous map for the discrete topology on $\{0,1\}$.

### 3.2 Homeomorphisms

## §3.2.1 DEFINITIONS.

Definition 3.9. Let $(X, \mathscr{T})$ and $(Y, \mathscr{U})$ be two topological spaces, and $f: X \rightarrow Y$ a map. We say that $f$ is a homeomorphism if

- $f$ is a bijection,
- $f: X \rightarrow Y$ is continuous,
- $f^{-1}: Y \rightarrow X$ is continuous.

If there exists such a homeomorphism, we say that the two topological spaces are homeomorphic.

Example 3.10. In practice, finding the inverse $f^{-1}$ of $f$ consists in finding a map $g: Y \rightarrow X$ such that $g \circ f=\mathrm{id}$ and $f \circ g=\mathrm{id}$. In this case, $g$ is the inverse of $f$. As an example, consider in $\mathbb{R}^{2}$ the circle and the square, endowed with the subspace topology:

$$
\mathbb{S}^{1}=\left\{x \in \mathbb{R}^{2} \mid\|x\|=1\right\} \quad \text { and } \quad \mathscr{C}=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \mid \max \left(\left|x_{1}\right|,\left|x_{2}\right|\right)=1\right\} .
$$

Let $f: \mathbb{S}^{1} \rightarrow \mathscr{C}$ be the map

$$
f:\left(x_{1}, x_{2}\right) \mapsto \frac{1}{\max \left(\left|x_{1}\right|,\left|x_{2}\right|\right)}\left(x_{1}, x_{2}\right) .
$$

It is continuous. More over, it admits the following inverse (check that this is true):

$$
f^{-1}: x \mapsto \frac{1}{\sqrt{x_{1}^{2}+x_{2}^{2}}}\left(x_{1}, x_{2}\right) .
$$

This map is continuous, hence $f$ is a homeomorphism.
More generally, one shows that all the closed curves - that is, the images of injective continuous maps $\mathbb{S}^{1} \rightarrow \mathbb{R}^{2}$ - are homeomorphic. This illustrates a common way of thinking topology: topological spaces are made of rubber, and we are allowed to deform them.


Exercise 25. Show that the topological spaces $\mathbb{R}^{n}$ and $\mathscr{B}(0,1) \subset \mathbb{R}^{n}$ are homeomorphic.
Hint: Consider the map $f: x \mapsto \frac{1}{\|x\|+1} x$.
Exercise 26. Show that the punctured Euclidean space $\mathbb{R}^{n} \backslash\{0\}$ and the open annulus $\mathscr{B}(0,2) \backslash \mathscr{B}(0,1) \subset \mathbb{R}^{n}$ are homeomorphic.


Example 3.11. Let $\mathbb{S}^{1}$ denote the unit circle of $\mathbb{R}^{2}$, and consider the map

$$
\begin{aligned}
f:[0,2 \pi) & \longrightarrow \mathbb{S}^{1} \\
\theta & \longmapsto(\cos (\theta), \sin (\theta))
\end{aligned}
$$

It is continuous, and admits the following inverse:

$$
\begin{gathered}
g: \mathbb{S}^{1} \longrightarrow[0,2 \pi) \\
\left(x_{1}, x_{2}\right) \longmapsto \arctan \left(\frac{x_{2}}{x_{1}}\right)
\end{gathered}
$$

This comes from the relation $\theta=\arctan \left(\frac{\sin (\theta)}{\cos (\theta)}\right)$ for all $\theta \in[0,2 \pi)$. The map $g$ is not continuous. Indeed, $[0, \pi)$ is an open subset of $[0,2 \pi)$, but $g^{-1}([0, \pi))$ is not an open subset of $\mathbb{S}^{1}$ (it is not open around $g^{-1}(0)=(1,0)$ ).


We will see in Example 3.15 that there exists no homeomorphism between $[0,2 \pi)$ and $\mathbb{S}^{1}$.

### 3.3 INVARIANTS OF HOMEOMORPHISM CLASSES

§3.3.1 HOMEOMORPHISM CLASSES. Let us write $X \simeq Y$ if the two topological spaces $X$ and $Y$ are homeomorphic. It is clear that, for any $X$, we have

$$
X \simeq X
$$

Moreover, we have:

$$
X \simeq Y \Longleftrightarrow Y \simeq X
$$

We also have a third property, stated in the following proposition:
Proposition 3.12. If three topological spaces $X, Y, Z$ are such that $X$ is homeomorphic to $Y$ and $Y$ is homeomorphic to $Z$, then $X$ is homeomorphic to $Z$. In other words,

$$
X \simeq Y \text { and } Y \simeq Z \Longrightarrow X \simeq Z
$$

Proof. Supppose that $X, Y$ are homeomorphic, and $Y, Z$ too. This means that we have homeomorphisms $f: X \rightarrow Y$ and $g: Y \rightarrow Z$. Consider the map $g \circ f: X \rightarrow Z$. It is continuous (by Proposition 3.5) bijective (composition of bijective maps) and its inverse $f^{-1} \circ g^{-1}: Z \rightarrow X$ is also continuous (by Proposition 3.5 too). Hence $g \circ f$ is a homeomorphism, and the spaces $X, Z$ are homeomorphic.

The three previous properties are reflexivity, symmetry and transitivity, hence 'being homeomorphic' is an equivalence relation. It allows to classify topological spaces into classes (called classes of homeomorphism equivalence):

- the class of intervals:

- the class of crosses:

- the class of circles:

- the class of spheres of dimension 2 :

- the class of tori, the class of Klein bottles, etc...
§3.3.2 CONNECTEDNESS. The topologists' favorite game is to class topological spaces by homeomorphism equivalence. However, in general, it may be complicated to determine whether two spaces are homeomorphic. To answer this problem, a handy tool is the notion of invariant. An invariant is a property, a characteristic, that is shared by all the topological space of a same class. Our first example is connectedness (introduced in §2.3.2).

Proposition 3.13. Let $X, Y$ be two topological spaces and $f: X \rightarrow Y$ a continuous surjective map. Then the number of connected components of $X$ is greater than that of $Y$. In particular, if they are homeomorphic, then they have the same number of connected components.

Proof. This comes from the fact that the image of a connected space is a connected space.
In practice, we use the contraposition of Proposition 3.13 to prove that two spaces are not homeomorphic. Showing that they are is another story.

Example 3.14. The subsets $[0,1]$ and $[0,1] \cup[2,3]$ of $\mathbb{R}$ are not homeomorphic. Indeed, the first one has one connected component, and the second one two.


Example 3.15. The interval $[0,2 \pi)$ and the unit circle $\mathbb{S}^{1} \subset \mathbb{R}^{2}$ are not homeomorphic. We will prove this by contradiction. Suppose that they are homeomorphic. By definition, this means that there exists a map $f:[0,2 \pi) \rightarrow \mathbb{S}^{1}$ which is continuous, invertible, and with continuous inverse. Let $x \in[0,2 \pi)$ such that $x \neq 0$. Consider the subsets $[0,2 \pi) \backslash\{x\} \subset[0,2 \pi)$ and $\mathbb{S}^{1} \backslash\{f(x)\} \subset \mathbb{S}^{1}$, and the induced map

$$
g:[0,2 \pi) \backslash\{x\} \rightarrow \mathbb{S}^{1} \backslash\{f(x)\}
$$

The map $g$ is a homeomorphism by Proposition 3.6. Moreover, it is clear that $[0,2 \pi) \backslash\{x\}$ has two connected components, and $\mathbb{S}^{1} \backslash\{f(x)\}$ only one. This contradicts Proposition 3.13 .


Example 3.16. $\mathbb{R}$ and $\mathbb{R}^{2}$ are not homeomorphic. Just as before, we will prove this by contradiction. Suppose that there exists a homeomorphism $f: \mathbb{R} \rightarrow \mathbb{R}^{2}$. Choose any $x \in \mathbb{R}$. The induced map

$$
g: \mathbb{R} \backslash\{x\} \rightarrow \mathbb{R}^{2} \backslash\{f(x)\}
$$

is still a homeomorphism, but $\mathbb{R} \backslash\{x\}$ has two connected components, while $\mathbb{R}^{2} \backslash\{f(x)\}$ has only one. This is a contradiction. The same reasoning shows that $\mathbb{R}$ and $\mathbb{R}^{n}$ are not homeomorphic either.

Remark 3.17. More generally, the invariance of domain is a theorem that says that for every integers $m, n$ such that $m \neq n$, the spaces $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ are not homeomorphic. We will need much more sophisticated tools to prove that (homology of spheres). Although intuitively obvious, We will need much more sophisticated tools to prove that (Brouwer fiwed point theorem, via the homology of spheres or Sperner's lemma). As an example of its non-obviousness, note that there exist continuous surjective maps $\mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ for any $n, m>0$.

Exercise 27. Show that $[0,1)$ and $(0,1)$ are not homeomorphic.
Hint: Use the strategy of Examples 3.15 or 3.16 .
§3.3.3 Dimension. We now introduce our second invariant. It is only defined for a particular class of topological spaces.

Definition 3.18. Let $(X, \mathscr{T})$ be a Hausdorff topological space (see Subsect. [2.2], and $n \geq$ 0 . We say that it is a manifold of dimension $n$ if for every $x \in X$, there exists an open set $O$ such that $x \in O$, and a homeomorphism from $O$ to an open subset of $\mathbb{R}^{n}$.

In other words, a manifold of dimension $n$ is a topological space that locally looks like the Euclidean space $\mathbb{R}^{n}$. Instead of saying 'manifold of dimension $n$ ', we may say ' $n$ '-manifold. For instance, one shows that

- the open intervals $(a, b) \subset \mathbb{R}$ are manifolds of dimension 1 ,
- the circle $\mathbb{S}^{1} \subset \mathbb{R}^{2}$ is a manifold of dimension 1 ,
- more generally, the spheres $\mathbb{S}^{n-1} \subset \mathbb{R}^{n}$ are manifolds of dimension $n-1$,
- the open balls $\mathscr{B}(x, r) \subset \mathbb{R}^{n}$ are manifolds of dimension $n$,
- the Euclidean space $\mathbb{R}^{n}$ itself is a manifold of dimension $n$.


Remark 3.19. For this definition to make sense, we have to make sure that the topological spaces $\mathbb{R}^{n}, n \geq 0$, are all not-homeomorphic. Otherwise, a topological space could have several dimensions. As we said earlier, this result, the invariance of domain, will be proved later.

Proposition 3.20. Let $X, Y$ be two homeomorphic topological spaces. If $X$ is a manifold of dimension $n$, so is $Y$.

Proof. Let $n$ be the dimension of $X$, and consider a homeomorphism $g: Y \rightarrow X$. Let $y \in Y$, and $x=g(y)$. Since $x$ has dimension $n$, there exists an open set $O$ of $X$ with $x \in O$, and open subset $U \subset \mathbb{R}^{n}$ and a homeomorphism $h: O \rightarrow U$. Define $O^{\prime}=g^{-1}(O)$. It is an open set of $Y$, with $y \in O^{\prime}$. Moreover, the map $h \circ g: O^{\prime} \rightarrow U$ is a homeomorphism. This being true for every $y \in Y$, we deduce that $Y$ has dimension $n$.

We can read the previous proposition as follows: being a manifold of dimension $n$ is an invariant of homeomorphic spaces. As before, we can use it to show that two spaces are not homeomorphic.

Example 3.21. The unit sphere $\mathbb{S}^{2} \subset \mathbb{R}^{3}$ and the unit open ball $\mathscr{B}(0,1) \subset \mathbb{R}^{3}$ are not homeomorphic. Indeed, the first one has dimension 2 , and the second one dimension 3.

Given a fixed dimension $n \geq 1$, there exists several manifolds of dimension $n$. Hence, sometimes, the dimension will be not enough to distinguish between spaces. An example is given by the real line $\mathbb{R}$ and the circle $\mathbb{S}^{1}$ : they are both manifolds of dimension 1 , though not homeomorphic (this can be proved using the technique of Example 3.15). Actually, they are the only manifolds of dimension 1 , up to homeomorphism.

In dimension 2, an interesting example is given by the compact oriented surfaces. These manifolds are indexed by their genus, a natural number $g \geq 0$. They are not homeomorphic, however, they have the same dimension (two) and number of connected components (one).


We also have a notion of manifold that allows to have a 'boundary'. Let us denote by $\mathbb{R}_{+}^{n}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} \mid x_{1} \geq 0\right\}$ the Euclidean half-space, and $\{0\} \times \mathbb{R}^{n-1}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in\right.$ $\left.\mathbb{R}^{n} \mid x_{1}=0\right\}$.

Definition 3.22. Let $(X, \mathscr{T})$ be a Hausdorff topological space and $n \geq 0$. We say that it is a manifold with boundary of dimension $n$ if for every $x \in X$, there exists an open set $O$ such that $x \in O$, and a homeomorphism from $O$ to an open subset of $\mathbb{R}_{+}^{n}$.

Let $X$ be a manifold with boundary and $x \in X$. As in the definition, let $O \rightarrow U$ be an homeomorphism, where $O \subset X$ and $U \subset \mathbb{R}_{+}^{n}$ are open. If $U$ contains a point of $\{0\} \times \mathbb{R}^{n-1}$, then it is the case of all the homeomorphisms from a neighborhood of $x$ to an open subset of $\mathbb{R}_{+}^{n}$, and we say that $x$ is a boundary point. We will denote by $\partial X$ the boundary of $X$, taking care of noting that it is not the same notion of boundary defined in §2.1.2. If $\partial X=$, then $X$ actually is a manifold. As examples, we have that

- the closed intervals $[a, b] \subset \mathbb{R}$ are 1-manifolds with boundary, and $\partial[a, b]=\{a, b\}$,
- the closed balls $\overline{\mathscr{B}}(x, r) \subset \mathbb{R}^{n}$ are $n$-manifolds with boundary, and $\partial \overline{\mathscr{B}}(x, r)=\mathbb{S}^{n-1}$.

As before, we can show that being a manifold with boundary is a property transferred by homeomorphisms.

Proposition 3.23. Let $X, Y$ be two homeomorphic topological spaces. If $X$ is a manifold with boundary of dimension $n$, then so is $Y$. Moreover, $\partial X$ and $\partial Y$.

Proof. If $f: X \rightarrow Y$ is a homeomorphism, then the restriction $f_{\mid \partial X}: \partial X \rightarrow \partial Y$ still is, by Proposition 3.6 .

Exercise 28 (Closed Möbius strip). Let $C$ denote the cylinder $M$ denoted the Möbius strip. They are both obtained from the square $[-1,1] \times[-1,1]$, the first one by identifying the points $(-1, t) \sim(1, t)$, the second one by identifying $(-1, t) \sim(1,-t), t \in[0,1]$ (see §1.3.3). Show that they are not homeomorphic.
Hint: Show that $\partial C$ and $\partial M$ are not homeomorphic.

§3.3.4 Embeddability. Let $n \geq 0$. An embedding of a topological space $(X, \mathscr{T})$ into $\mathbb{R}^{n}$ is a continuous injective map $X \rightarrow \mathbb{R}^{n}$. If such an embedding exists, we say that $X$ is embeddable into $\mathbb{R}^{n}$.

Proposition 3.24. Given two homeomorphic topological spaces, if one is embeddable into $\mathbb{R}^{n}$, then so is the other one.

Proof. Let $f: X \rightarrow Y$ be a homeomorphism and $g: Y \rightarrow \mathbb{R}^{n}$ an embedding of $Y$. Then $g \circ f$ is an embedding of $X$.

Example 3.25 (Open Möbius strip). As in Exercise 28, we will show that the cylinder and the Möbius strip are not homeomorphic, but now when considering their open version, that is, seeing them as gluing of the square $[-1,1] \times(-1,1)$. Let us denote them $C$ and $M$. In this case, we have $\partial C=\partial M=\emptyset$, hence we cannot use the same strategy.

1. Show that $C$ is embeddable in $\mathbb{R}^{2}$.
2. Draw on $M$ two circle that only intersect in one point.
3. Suppose that $M$ is embeddable in $\mathbb{R}^{2}$. Deduce that we obtain two circles in $\mathbb{R}^{2}$ that only intersect in one point.
4. Conclude using Jordan's curve theorem.

## 4 Номоtopy equivalence

### 4.1 HомоторіеS

§4.1.1 HOMOTOPY EQUIVALENCE BETWEEN MAPS. We will now introduce the homotopy equivalence, another equivalence relation between topological spaces. First, we shall define it at the level of continuous maps.

Definition 4.1. Let $(X, \mathscr{T})$ and $(Y, \mathscr{U})$ be two topological spaces, and $f, g: X \rightarrow Y$ two continuous maps. A homotopy between $f$ and $g$ is a map $F: X \times[0,1] \rightarrow Y$ such that:

- $F(\cdot, 0)$ is equal to $f$,
- $F(\cdot, 1)$ is equal to $g$,
- $F: X \times[0,1] \rightarrow Y$ is continuous.

If such a homotopy exists, we say that the maps $f$ and $g$ are homotopic.

In this definition, the notation $F(\cdot, t)$ refers to the map

$$
\begin{aligned}
F(\cdot, t): X & \longrightarrow Y \\
x & \longmapsto F(x, t)
\end{aligned}
$$

Moreover, before asking for $F: X \times[0,1] \rightarrow Y$ to be continuous, we have to give $X \times[0,1]$ a topology. The topology we choose is the product topology (see §1.3.2. Equivalently, if $X$ is a subset of $\mathbb{R}^{n}$ and $\mathscr{T}$ is the subspace topology, then the product topology on $X \times[0,1]$ is equal to the subspace topology of the Euclidean space $\mathbb{R}^{n} \times \mathbb{R}$.

We may represent graphically a homotopy $F: \mathbb{R} \times[0,1] \rightarrow \mathbb{R}$ by plotting it for each value of $t \in[0,1]$ :

$F(\cdot, 0)$

$F(\cdot, 0.2)$

$F(\cdot, 0.5)$


This is an example for $F:[0,1] \times[0,1] \rightarrow \mathbb{R}^{2}$ :




Sometimes we prefer to plot the deformation:


Example 4.2. Let $X=Y=[-1,1]$ endowed with the Euclidean topology, and consider the maps $f, g: X \rightarrow Y$ defined as $f: x \mapsto 0$ and $g: x \mapsto x$. Let us prove that they are homotopic. Consider the map

$$
\begin{aligned}
F: X \times[0,1] & \longrightarrow Y \\
(x, t) & \longmapsto t x
\end{aligned}
$$

We see that $F(\cdot, 0): x \mapsto 0$ is equal to $f$, and $F(\cdot, 1): x \mapsto x$ is equal to $g$. Moreover, $F$ is continuous. Hence, $F$ is an homotopy between $f$ and $g$. Thus these two maps are homotopic.

$F(\cdot, 0)$

$F(\cdot, 0.2)$

$F(\cdot, 0.5)$

$F(\cdot, 0.6)$

$F(\cdot, 1)$

Example 4.3. The map $F:(x, t) \in \mathbb{S}^{1} \times[0,1] \mapsto(\cos (\theta)+2 t, \sin (\theta)+2 t)$ is a homotopy between

$$
f: \theta \mapsto(\cos (\theta), \sin (\theta)) \quad \text { and } \quad g: \theta \mapsto(\cos (\theta)+2, \sin (\theta)+2)
$$



Example 4.4. In $\mathbb{S}^{1}$ and $\mathbb{R}^{2} \backslash\{(0,0)\}$, the plane without the origin, there is no homotopy between the maps $f$ and $g$ of the previous example. Indeed, the homotopy $F$ would pass through the point $(0,0)$ at some point, which is impossible. In order to prove this result formally, one can use the notion of degree of a map.


From a homotopic point a view, a trivial map is a map that is homotopic to a constant map. For instance, the identity map of Example 4.2 is homotopic to the constant map $x \mapsto 0$. More generally, we have:

Proposition 4.5. Let $(X, \mathscr{T})$ be a topological space. Any continuous map $f: X \rightarrow \mathbb{R}^{n}$ is homotopic to a constant map.

Proof. Consider the continuous map $F:(x, t) \in X \times[0,1] \mapsto t f(x)$. We have that $F(\cdot, 1)=f$, and $F(\cdot, 0): x \mapsto 0$ is a constant map.

Exercise 29. Let $(X, \mathscr{T})$ be a topological space. Show that any continuous map $f: \mathbb{R}^{n} \rightarrow X$ is homotopic to a constant map.

As a consequence, the theory of maps with domain or codomain $\mathbb{R}^{n}$ is trivial from a homotopy equivalence perspective. However, when the domain and codomain are not Euclidean spaces, as in Example 4.4. many non-homotopic maps may exist.

Exercise 30 (Maps between the sphere). Let $f: \mathbb{S}^{1} \rightarrow \mathbb{S}^{2}$ be a continuous map which is not surjective. Prove that it is homotopic to a constant map.
Hint: Let $x_{0} \in \mathbb{S}^{2}$ be such that $x_{0} \notin f\left(\mathbb{S}^{1}\right)$. Find a homotopy between $f$ and the constant map $g: x \mapsto-x_{0}$.
More complicated question: Is every continuous map $f: \mathbb{S}^{1} \rightarrow \mathbb{S}^{2}$ homotopic to a constant map?
Exercise 31. Show that 'being homotopic' is a transitive relation between maps: for every triplet of maps $f, g, h: X \rightarrow Y$, if $f, g$ are homotopic and $g, h$ are homotopic, then $f, h$ are homotopic.

## §4.1.2 HOMOTOPY EQUIVALENCE

Definition 4.6. Let $(X, \mathscr{T})$ and $(Y, \mathscr{U})$ be two topological spaces. A homotopy equivalence between $X$ and $Y$ is a pair of continuous maps $f: X \rightarrow Y$ and $g: Y \rightarrow X$ such that:

- $g \circ f: X \rightarrow X$ is homotopic to the identity map id: $X \rightarrow X$,
- $f \circ g: Y \rightarrow Y$ is homotopic to the identity map id: $Y \rightarrow Y$.

If such a homotopy equivalence exists, we say that $X$ and $Y$ are homotopy equivalent.


As we shall see in the forthcoming examples, when comparing spaces with the homotopy equivalence, we see them a deformable objects, and we are allowed to retract or flatten them. The definition of homotopy equivalence, although not obvious to grasp at first sight, should be seen as a relaxation of the definition of homeomorphism. Remind that $X$ and $Y$ are homeomorphic if there exist a continuous and invertible map $f: X \rightarrow Y$ such that $f^{-1}$ is continuous. This is equivalent to say that there exists two continuous maps $f$ and $g$ such that $g \circ f=\mathrm{id}_{X}$ and $f \circ g=\mathrm{id}_{Y}$. In the case of homotopy equivalence, we do not ask $g \circ f$ and $f \circ g$ to be exactly equal to the identity maps, but 'equal up to homotopy'. Actually, it turns out that homeomorphism equivalence is a stronger notion than homotopy equivalence:

Proposition 4.7. Let $X, Y$ be two topological spaces. If they are homeomorphic, then they are homotopy equivalent.

Proof. Let $f: X \rightarrow Y$ be a homeomorphism. Then the pair of maps $\left(f, f^{-1}\right)$ forms a homotopy equivalence between $X$ and $Y$.

As a consequence, in order to prove that two spaces are homotopy equivalent, it is enough to show that they are homeomorphic. However, this strategy does not always work: some spaces are homotopy equivalent but not homeomorphic. This is the case for $\mathbb{R}^{n}$ and $\{0\}$ for instance (see Example 4.12).
§4.1.3 DEFORMATION RETRACTIONS. When one is a subset of the other, we have a handy tool to show homotopy equivalence:

Definition 4.8. Let $(X, \mathscr{T})$ be a topological space and $Y \subset X$ a subset, endowed with the subspace topology $\mathscr{T}_{\mid Y}$. A retraction is a continuous map $r: X \rightarrow X$ such that $\forall x \in X, r(x) \in$ $Y$ and $\forall y \in Y, r(y)=y$. A deformation retraction is a homotopy $F: X \times[0,1] \rightarrow Y$ between the identity map id: $X \rightarrow X$ and a retraction $r: X \rightarrow X$.

Proposition 4.9. If a deformation retraction exists, then $X$ and $Y$ are homotopy equivalent.
Proof. Let $r: X \rightarrow X$ denote the retraction, and consider the inclusion map $i: Y \rightarrow X$. Note that, since $\forall x \in X, r(x) \in Y$, we can see the retraction $r$ as a map $r: X \rightarrow Y$. Let us prove that $r, i$ is a homotopy equivalence. First, let us prove that $i \circ r: X \rightarrow X$ is homotopic to the identity map id: $X \rightarrow X$. This is clear because $i \circ r=r$, and $r$ is homotopic to the identity by definition of a deformation retraction. Second, let us prove that $r \circ i: Y \rightarrow Y$ is homotopic to the identity map id: $Y \rightarrow Y$. This is obvious because $r \circ i=\mathrm{id}$ by definition of a retraction.

Example 4.10. The circle and the annulus are homotopy equivalent. Indeed, the circle can be seen as a subset of the annulus, and we have a deformation retraction:


Example 4.11. The letter $O$ and the letter $Q$ are homotopy equivalent. Indeed, $O$ can be seen as a subset of Q , and Q deform retracts on it.

Example 4.12. For any $n \geq 1$, the Euclidean space $\mathbb{R}^{n}$ is homotopy equivalent to the point $\{0\} \subset \mathbb{R}^{n}$. To prove this, consider the retraction

$$
\begin{aligned}
r: \mathbb{R}^{n} & \longrightarrow\{0\} \\
x & \longmapsto 0
\end{aligned}
$$

It is homotopic to the identity id: $\mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ via the deformation retraction

$$
\begin{aligned}
F: \mathbb{R}^{n} \times[0,1] & \longrightarrow \mathbb{R}^{n} \\
x & \longmapsto(1-t) x
\end{aligned}
$$

Indeed, we have $F(\cdot, 0)=\mathrm{id}$ and $F(\cdot, 1)=r$.


Example 4.13. For any $n \geq 1$, the Euclidean space without origin, $\mathbb{R}^{n} \backslash\{0\}$, is homotopy equivalent to the unit sphere $\mathbb{S}^{n-1} \subset \mathbb{R}^{n}$. To prove this, consider the retraction

$$
\begin{aligned}
r: \mathbb{R}^{n} \backslash\{0\} & \longrightarrow \mathbb{S}^{n-1} \\
x & \longmapsto \frac{x}{\|x\|}
\end{aligned}
$$

It is homotopic to the identity id: $\mathbb{R}^{n} \backslash\{0\} \rightarrow \mathbb{R}^{n} \backslash\{0\}$ via the deformation retraction

$$
\begin{aligned}
F:\left(\mathbb{R}^{n} \backslash\{0\}\right) \times[0,1] & \longrightarrow \mathbb{R}^{n} \backslash\{0\} \\
x & \longmapsto\left(1-t+\frac{t}{\|x\|}\right) x
\end{aligned}
$$

Indeed, we have $F(\cdot, 0)=\mathrm{id}$ and $F(\cdot, 1)=r$.


We now give another method to show that two topological spaces $X, Y$ are homotopy equivalent: find a third space $Z$ that contains $X, Y$ and such that there exist a deformation retraction from $Z$ to $X$ and from $Z$ to $Y$. If this is the case, we have that $X$ is homotopy equivalent to $Z$, and that $Y$ is homotopy equivalent to $Z$. Moreover, just as we have seen in Exercise 31, one shows that 'being homotopy equivalent' is transitive. We deduce that $X$ and $Y$ are homotopy equivalent. For instance, consider the two following subspaces of $\mathbb{R}^{2}$ :


They are not included one in another. However, the following space contains them, and we see that it deform retracts on both $X$ and $Y$.


Example 4.14. We have the following homotopy equivalences:

$\approx$


$\approx$


$\approx$


Exercise 32 (Homotopy classes in the alphabet). Classify the letters of the alphabet into homotopy classes.

Exercise 33. Show that the Möbius trip and the cylinder are homotopy equivalent (see Exercise 28.

Hint: Show that they can be both retracted onto a circle.
Exercise 34 (Two-out-three property). If $f: X \rightarrow Y$ and $f: Y \rightarrow Z$ are maps, then if any two of the maps $f, g$ and $g \circ f$ are homotopy equivalences, so is the third map.

### 4.2 INVARIANTS OF HOMOTOPY CLASSES

§4.2.1 HOMOTOPY CLASSES. Let us denote $X \approx Y$ if the two topological spaces $X$ and $Y$ are homotopy equivalent. Just as for homeomorphic spaces, one shows that 'being homotopy equivalent' is an equivalence relation. Consequently, we can classify topological spaces according to this relation, and obtain classes of homotopy equivalence:

- the class of points:

- the class of circles:

- the class of spheres, the class of torii, the class of Klein bottles, etc...

At this point, we are not able to prove that the point, the circle and the sphere are not homotopy equivalent. This will come soon, using Brouwer's theorem.

Exercise 35. Show that being homotopy equivalent is an equivalence relation (reflexive, symmetric and transitive).
§4.2.2 CONNECTEDNESS. We now investigate how the invariants behave with respect to the homotopy equivalence. The following result should be compared with Proposition 3.13:

Proposition 4.15. Two homotopy equivalent topological spaces admit the same number of connected components.

Proof. Let $f: X \rightarrow Y$ and $g: Y \rightarrow X$ be a homotopy equivalence between $X$ and $Y$. Let us denote $H: X \times[0,1] \rightarrow X$ the homotopy between $g \circ f$ and id. We will show that $f$ induces a correspondence between the connected components of $X$ and $Y$. Let $A \subset X$ be a connected component. The product $A \times[0,1]$ is a connected subset of $X \times[0,1]$. Hence its image $H(A \times$ $[0,1])$ is a connected subset of $X$, therefore it is contained in a connected component of $Y$. Moreover, we have $H(A \times\{1\})=\operatorname{id}(A)=A$. Hence $H(A \times[0,1])$ is contained in the connected component of $A$. Moreover, $H(A \times\{0\})=g \circ f(A)$. We deduce that $g \circ f(A) \subset A$. Similarly, one proves that for all connected component $B \subset Y$, one has $f \circ g(B) \subset B$. As a consequence, if $A, A^{\prime}$ are two distinct connected components of $X$, we have that $f(A)$ and $f\left(A^{\prime}\right)$ belongs to distinct connected components of $B$. This proves the result.

Example 4.16. For any $n, m \geq 0$ such that $n \neq m$, the subspaces $\{1, \ldots, n\}$ and $\{1, \ldots, m\}$ of $\mathbb{R}$ are not homotopy equivalent. Indeed, the first one admits $n$ connected components, and the second one $m$ components.
§4.2.3 DIMENSION. On the other hand, dimension, introduced in §3.3.3, is not an invariant of homotopy equivalence. That is, certain homotopy equivalent spaces have different dimensions. This is the case, for instance, with all the Euclidean spaces $\mathbb{R}^{n}, n \geq 0$. They are all homotopy equivalent by Example 4.12, but all with different dimensions ( $\mathbb{R}^{n}$ has dimension $n$ ).
§4.2.4 CONTRACTIbILITY. Let $\{p t\}$ denote the one-point set, endowed with the trivial topology (it is the only topology it admits). A topological space $(X, \mathscr{T})$ is said to be contractible if it is homotopy equivalent to $\{\mathrm{pt}\}$. Equivalently, as a consequence of Definition 4.6, it means that the identity map id: $X \rightarrow X$ is homotopic to a constant map. Of course, 'being contractible' is an invariant of homotopy classes. From a topological point of view, we consider that the contractible spaces are the most simple ones.

A large collection of such spaces is given by the convex subsets of $\mathbb{R}^{n}$. Remind that a subset $X \subset \mathbb{R}^{n}$ is convex if for any $x, y \in X$, the segment $[x, y]=\{(1-t) x+t y \mid t \in[0,1]\}$ is included in $X$.

Proposition 4.17. Let $X \subset \mathbb{R}^{n}$ be a convex subset of $\mathbb{R}^{n}$ and endow it with the subspace Euclidean topology. Then it is contractible.

Proof. Let $x \in X$ be any point. We will show that the identity map id: $X \rightarrow X$ is homotopic to the constant map $c_{x}: X \rightarrow\{x\}$. Consider the map

$$
\begin{aligned}
H: X \times[0,1] & \longrightarrow X \\
(y, t) & \longmapsto(1-t) y+t x
\end{aligned}
$$

This map is continuous, $H(\cdot, 0)=\mathrm{id}$ and $H(\cdot, 1)=c_{x}$. Hence it the desired homotopy.
Exercise 36. Show that Proposition 4.17 is still true if $X$ is only star-shaped, that is, if there exists $x \in X$ such that for all $y \in X$, the segment $[x, y]$ is included in $X$.
§4.2.5 LUSTERNIK-SCHNIRELMANN CATEGORY. In their study of critical points on manifolds, Lusternik and Schnirelmann introduced an invariant of topological spaces, now known as the LS category [7, 8]. Given a topological space $(X, \mathscr{T})$, we say that an open set $U \subset X$ is categorical if the inclusion map $U \hookrightarrow X$ is homotopic to a constant map. Then cat $(X)$ is defined as the minimal number of categorical open sets needed to cover $X$, minus one. For instance, $X$ has LS category 0 is and only if it is contractible. From this point of view, the LS category can be seen as a generalization of the notion of contractibility.

Note that, for an open subset $U$, 'being categorical' is a weaker property than 'being contractible'. For instance, in a contractible space $X$, any subset is categorical. Even if $U$ is not connected.

As an example, the sphere $\mathbb{S}^{n}$ has LS category equal to 1 . Indeed, a cover in two contractible open sets can be obtained by considering the hemispheres $\mathbb{S}_{+}^{n}$ and $\mathbb{S}_{-}^{n}$, that we thicken a little bit in order to obtain open sets. They can be contracted onto the north pole and south pole respectively. This gives an upper bound $\operatorname{cat}\left(\mathbb{S}^{n}\right) \leq 1$. The lower bound $\operatorname{cat}\left(\mathbb{S}^{n}\right) \geq 1$ will be proved later using Brouwer's theorem.


As another example given without a proof, the torus $\mathbb{T}^{n}$, defined as the product $\left(\mathbb{S}^{1}\right)^{n}$, has LS category equal to $n$.

Exercise 37 (LS category of the torus). Show that the LS category of the 2-torus is at most 2 , by drawing an explicit example of cover.

### 4.3 ALGEBRAIC-HOMOTOPY INVARIANTS

Homotopy is a fundamental notion in topology, allowing to define some of the most important invariants: the fundamental groups, the homotopy groups, the mapping class groups, etc. In this section, we will give a glimpse of these notions.
§4.3.1 Path-Connectedness. Let $(X, \mathscr{T})$ be a topological space, and $x, y \in X$ two points. We define a path from $x$ to $y$ as a continuous map $\gamma:[0,1] \rightarrow X$ such that $\gamma(0)=x$ and $\gamma(1)=y$.

Definition 4.18. We say that $(X, \mathscr{T})$ is path-connected if for every $x, y \in X$, there exists a path $\gamma$ from $x$ to $y$.

In other words, a space is path-connected if we can draw a path between any two points. This turns out to be a stronger notion than connectedness, introduced in \$2.3.1.


Proposition 4.19. If a topological space $(X, \mathscr{T})$ is path-connected, then it is connected.
Proof. We will prove the contraposition. Suppose that $X$ is not connected. Hence we have a partition $X=U \cup V$ into two disjoint clopen sets. Let $x \in U$ and $y \in V$. Suppose that $\gamma:[0,1] \rightarrow$ $X$ is a path from $x$ to $y$. Then the preimages $\gamma^{-1}(U)$ and $\gamma^{-1}(V)$ are clopen subsets of $[0,1]$, and are disjoint since $x \neq y$. This is absurd since $[0,1]$ is connected.

In practice, it may be easier to prove that a space is path-connected than connected. However, some spaces are connected without being path-connected, as shown in the following.

Exercise 38 (Adherence of topologist's sine curve). Let $X \subset \mathbb{R}^{2}$ be the adherence of the topologist's sine curve, defined in Exercise 11. Explicitely, it is

$$
X=\{(x, \sin (1 / x) \mid x \in(0, \pi]\} \cup\{(0, t) \mid t \in[-1,1]\}
$$

Endow $X$ with the subspace topology. Show that $X$ is connected but not path-connected.
Remark 4.20. Some partial converses to Proposition 4.19 exist. For instance, if $X$ is an connected open subset of $\mathbb{R}^{n}$, then one shows that it is path-connected.
§4.3.2 Fundamental groups. In what follows, we parametrize the circle $\mathbb{S}^{1}$ by the interval $[0,1)$. Let $(X, \mathscr{T})$ be a path-connected, and $x_{0} \in X$ a point. We define a loop with base $x_{0}$ as a continuous map $\gamma: \mathbb{S}^{1} \rightarrow X$ such that $\gamma(0)=x_{0}$. In other words, it is a path from $x_{0}$ to $x_{0}$. Two loops $\gamma, \gamma^{\prime}$ are homotopic if there exists a homotopy $H: \mathbb{S}^{1} \times[0,1] \rightarrow X$ from $\gamma$ to
$\gamma$ '. 'Being homotopic' is an equivalence relation on the set of loops on $X$, and we consider the quotient set

$$
\pi_{1}\left(X, x_{0}\right)=\left\{\text { loops } \mathbb{S}^{1} \rightarrow X\right\} / \text { homotopy equivalence. }
$$

If $\gamma$ is a loop, we denote by $[\gamma]$ its equivalence class. Given two loops $\gamma, \gamma^{\prime}$, the concatenation $\gamma \gamma^{\prime}$ is defined as the loop such that $\gamma \gamma^{\prime}(t)=\gamma(2 t)$ if $t \leq 1 / 2$, and $\gamma \gamma^{\prime}(t)=\gamma(2 t-1)$ if $t \geq 1 / 2$. As a direct consequence of the definitions, have the following property:

Proposition 4.21. Let $\gamma$ and $\gamma^{\prime}$ be two loops. If $\eta$ is a loop homotopic to $\gamma$, and $\eta^{\prime}$ is a loop homotopic to $\gamma^{\prime}$, then the concatenation $\eta \eta^{\prime}$ is homotopic to $\gamma \gamma^{\prime}$.

Consequently, we can define the concatenation between homotopy classes: for $[\gamma]$ and $[\gamma]$ in $\pi_{1}\left(X, x_{0}\right),\left[\gamma \gamma^{\prime}\right]$ does not depend on the choice of $\gamma$ and $\gamma^{\prime}$.

Definition 4.22. The set $\pi_{1}\left(X, x_{0}\right)$, endowed with the concatenation operation $[\gamma]\left[\gamma^{\prime}\right]=$ $\left[\gamma \gamma^{\prime}\right]$, is called the fundamental group of $X$ with base $x_{0}$.

Proposition 4.23. The fundamental group is a group.
Proof. We have to check the three axioms of a group: existence of neutral element, existence of an inverse, and associativity. We only give an idea of the proof. The neutral element is the constant loop. For any loop $\gamma$, its inverse is the reversed loop $t \mapsto \gamma(1-t)$. Last, the associativity is proven by re-parametrizing the loops $\left(\gamma \gamma^{\prime}\right) \gamma^{\prime \prime}$ and $\gamma\left(\gamma^{\prime} \gamma^{\prime \prime}\right)$.

If $X$ is path-connected, then $\pi_{1}\left(X, x_{0}\right)$ does not depend on $x_{0}$, hence we can talk about the fundamental group $\pi_{1}(X)$.

Example 4.24. If $X$ is a contractible topological space, then all the loops are homotopic to a constant map, hence $\pi_{1}(X)=\{0\}$. For instance, this is the case for the convex subsets of $\mathbb{R}^{n}$.

As shown by the following proposition, the fundamental group is an invariant of homotopy classes. Hence, as we have seen with the number of connected components, and the Lusternik-Schnirelmann category, it can be used to prove that two spaces are not homotopy equivalent. We will make use of this fact in the next paragraph.

Proposition 4.25. If two path-connected topological spaces $X$ and $Y$ are homotopy equivalent, then the fundamental groups $\pi_{1}(X)$ and $\pi_{1}(Y)$ are isomorphic.

Proof. Let $f: X \rightarrow Y$ and $g: Y \rightarrow X$ be a homotopy equivalence. Consider the map

$$
\begin{aligned}
f: \pi_{1}(X) & \longrightarrow \pi_{1}(Y) \\
{[\gamma] } & \longrightarrow[f \circ \gamma]
\end{aligned}
$$

Is is well defined since for any $\gamma^{\prime} \in[\gamma], f \circ \gamma^{\prime}$ is included in $[f \circ \gamma]$.
§4.3.3 FUNDAMENTAL GROUP OF THE CIRCLE. The example of the circle is particularly interesting. One shows that $\pi_{1}\left(\mathbb{S}^{1}\right)$ is equal to $\mathbb{Z}$, the group of integers. Proofs of this result use the theory of covering spaces, that is out of the scope of this course. Instead, we will give some elements of intuition.

Let us parametrize the circle by an angle $\theta \in[0,1)$. Let $m \in \mathbb{Z}$. Seeing also $\mathbb{S}^{1}$ as a subset of the plane $\mathbb{R}^{2}$, we define a map $\delta_{m}: \mathbb{S}^{1} \rightarrow \mathbb{S}^{1}$ by

$$
\delta_{m}: \theta \mapsto(\cos (2 \pi m \theta), \sin (2 \pi m \theta)) .
$$

The map $\delta_{m}$ is a loop that winds $m$ times around the circle. One shows that the map

$$
\begin{aligned}
& \mathbb{Z} \rightarrow \pi_{1}\left(\mathbb{S}^{1}\right) \\
& m \mapsto \delta_{m}
\end{aligned}
$$

is an isomorphism of groups. In other words, each loop of $\mathbb{S}^{1}$ is homotopic to a map $\delta$ (surjectivity) and no maps $\delta_{m}, \delta_{m^{\prime}}$ are homotopic is $m \neq m^{\prime}$ (injectivity).



As we have seen before, the fundamental group of a contractible space is $\{0\}$. Therefore, as a consequence of Proposition 4.25, the circle is not homotopy equivalent to a contractible space. This is the classical proof that the circle is not contractible.
§4.3.4 HомоторY Groups. Let $X$ be path-connected space. The notion of fundamental group admits a direct generalization to higher dimensions. Instead of considering maps $\mathbb{S}^{1} \rightarrow X$, we can study the maps $\mathbb{S}^{n} \rightarrow X$ for any $n \geq 1$. These maps can be compared via homotopy equivalence, and we define the $n^{\text {th }}$ homotopy group as

$$
\pi_{n}(X)=\left\{\text { loops } \mathbb{S}^{n} \rightarrow X\right\} / \text { homotopy equivalence. }
$$

As it it the case for $\pi_{1}$, the $\pi_{n}$ 's can be given a group structure. Moreover, one shows that they are invariant of homotopy classes: if $X$ and $Y$ are homotopy equivalent spaces, then the groups $\pi_{n}(X)$ and $\pi_{n}(Y)$ are isomorphic.

The theory of homotopy groups is reputed to be difficult and intriguing. In particular, computing the homotopy groups of spheres is still an open area of research. We give in the following table their first homotopy groups. The notation $\mathbb{Z} / n \mathbb{Z}$ refers to the cyclic group with $n$ elements.

|  | $\pi_{1}$ | $\pi_{2}$ | $\pi_{3}$ | $\pi_{4}$ | $\pi_{5}$ | $\pi_{6}$ | $\pi_{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbb{S}^{1}$ | $\mathbb{Z}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| $\mathbb{S}^{2}$ | 0 | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z} / 2 \mathbb{Z}$ | $\mathbb{Z} / 2 \mathbb{Z}$ | $\mathbb{Z} / 12 \mathbb{Z}$ | $\mathbb{Z} / 2 \mathbb{Z}$ |
| $\mathbb{S}^{3}$ | 0 | 0 | $\mathbb{Z}$ | $\mathbb{Z} / 2 \mathbb{Z}$ | $\mathbb{Z} / 2 \mathbb{Z}$ | $\mathbb{Z} / 12 \mathbb{Z}$ | $\mathbb{Z} / 2 \mathbb{Z}$ |
| $\mathbb{S}^{4}$ | 0 | 0 | 0 | $\mathbb{Z}$ | $\mathbb{Z} / 2 \mathbb{Z}$ | $\mathbb{Z} / 2 \mathbb{Z}$ | $\mathbb{Z} \times \mathbb{Z} / 12 \mathbb{Z}$ |
| $\mathbb{S}^{5}$ | 0 | 0 | 0 | 0 | $\mathbb{Z}$ | $\mathbb{Z} / 2 \mathbb{Z}$ | $\mathbb{Z} / 2 \mathbb{Z}$ |

§4.3.5 Mapping class groups. Let $X$ be a topological space. We denote by $\operatorname{Aut}(X)$ the set of automorphisms of $X$, that is, the set of homeomorphisms $X \rightarrow X$. In this context, we want to compare the automorphisms not up to homotopy, but up to isotopy. An isotopy between two automorphisms $g, f: X \rightarrow X$ is a homotopy $H: X \times[0,1] \rightarrow X$ between $f$ and $g$ such that for each $t \in[0,1]$, the map $H(\cdot, t)$ is a homeomorphism. 'Being isotopic' is an equivalence relation
between homeomorphisms. It is a stronger notion than homotopy. We define the mapping class group of $X$ as

$$
M C G(X)=\operatorname{Aut}(X) / \text { isotopy equivalence. }
$$

One shows that the mapping class group is an invariant of homotopy classes. Let us give some examples, without proofs:

- the circle: $\operatorname{MCG}\left(\mathbb{S}^{1}\right)=\mathbb{Z} / 2 \mathbb{Z}$, corresponding to the maps $\delta_{1}$ and $\delta_{-1}$ introduced in $\$ 4.3 .3$,
- the sphere: $\operatorname{MCG}\left(\mathbb{S}^{2}\right)=\mathbb{Z} / 2 \mathbb{Z}$, corresponding also to orientation-preserving or reversing maps,
- the tori: $\operatorname{MCG}\left(\mathbb{T}^{n}\right)=G L(n, \mathbb{Z})$.


## 5 METRIC TOPOLOGY

### 5.1 METRIC SPACES AND NORMED VECTOR SPACES

## §5.1.1 DEFINITION.

Definition 5.1. A metric space is a pair $(X, d)$ where $X$ is a set and $d: X \times X \rightarrow[0,+\infty)$ a map such that
(positivity) $\forall x, y \in X, d(x, y)=0 \Longleftrightarrow x=y$
(symmetry) $\forall x, y \in X, d(x, y)=d(y, x)$
(triangle inequality) $\forall x, y, z \in X, d(x, z) \leq d(x, y)+d(y, z)$

The map $d$ is called a metric, or a distance. Two metrics $d, d^{\prime}$ on $X$ are said equivalent if there exists $\alpha, \beta>0$ such that for all $x, y \in X$,

$$
\alpha d(x, y) \leq d^{\prime}(x, y) \leq \beta d(x, y)
$$

On a subset $A \subset X$ of a metric space $(X, d)$, one defines the induced metric, or restricted metric, as $d_{A}(x, y)=d(x, y)$ for all $x, y \in A$.

Given two metric spaces $(X, d)$ and $\left(X^{\prime}, d^{\prime}\right)$, a map $f: X \rightarrow X^{\prime}$ is said isometric if $d^{\prime}(f(x), f(y))=d(x, y)$ for all $x, y \in X$. Note that an isometric map is necessarily injective. We will also call such a map an isometric embedding. More, if $f$ is bijective, we call it an isometry, and the spaces $(X, d),\left(X^{\prime}, d^{\prime}\right)$ are said isometric.

Example 5.2. On $\mathbb{R}^{2}$, one defines:

- The Euclidean distance $d\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\sqrt{\left(x_{1}-x_{2}\right)^{2}+\left(y_{1}-y_{2}\right)^{2}}$
- The SNCF distance $d_{\mathrm{SNCF}}\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\sqrt{\left(x_{1}-x_{2}\right)^{2}+\left(y_{1}-y_{2}\right)^{2}}$ if $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ are colinear and $\sqrt{x_{1}^{2}+y_{1}^{2}}+\sqrt{x_{2}^{2}+y_{2}^{2}}$ otherwise.
They are not equivalent. Indeed, with $a=(1,0)$ and $b=(1, \varepsilon)$, we have $d(a, b)=\varepsilon$, but $d_{\mathrm{SNCF}}(a, b)=1+\sqrt{1+\varepsilon^{2}}$. Hence we cannot find a $\beta>0$ such that $d_{\mathrm{SNCF}} \leq \beta d$.

Example 5.3 (Graph distance). Let $G$ be a graph. We define the distance between two vertices $x, y$ as the number of edges in a shortest path connecting them. More generally, suppose that $G$ is a weighted graph, that is, each edge $e$ is endowed with a positive weight $w(e) \in(0,+\infty)$. We define the cost of a path as the sum of the weights of its edges. We then define the distance between two vertices $x, y$ as the smallest cost of a path connecting them.

Exercise 39. Let $\mathbb{S}^{1}$ be the unit circle of $\mathbb{R}^{2}$. Let $d$ denote the restricted Euclidean distance, and $d^{\prime}$ the distance defined as $d^{\prime}\left(\theta, \theta^{\prime}\right)=\left|\theta-\theta^{\prime}\right|$. Show that they are equivalent.
Hint: First, show that $d\left(\theta, \theta^{\prime}\right)=2\left|\sin \left(d^{\prime}\left(\theta, \theta^{\prime}\right) / 2\right)\right|$.


Exercise 40 ( $p$-adic metric). Let $p>1$ be a prime number. On $\mathbb{Z}$, we define

$$
d(x, y)= \begin{cases}0 & \text { for } x=y \\ \frac{1}{p^{k}} & \text { for } k=\max \left\{i \geq 0 \mid x-y \equiv 0\left[p^{i}\right] .\right\}\end{cases}
$$

1. Show that $d$ is a metric.
2. For $y \in \mathbb{Z}$, show that the translation $x \mapsto x+y$ is an isometry from $(\mathbb{Z}, d)$ to $(\mathbb{Z}, d)$.
§5.1.2 TOPOLOGY INDUCED BY A METRIC. Let $(X, d)$ be a metric space. We define, for all $x \in X$ and $r>0$,

- the open balls $\mathscr{B}(x, r)=\left\{y \in \mathbb{R}^{n} \mid d(x, y)<r\right\}$,
- the closed balls $\overline{\mathscr{B}}(x, r)=\left\{y \in \mathbb{R}^{n} \mid d(x, y) \leq r\right\}$,
- the spheres $\mathbb{S}(x, r)=\left\{y \in \mathbb{R}^{n} \mid d(x, y)=r\right\}$.

By mimicking the construction of the Euclidean topology, we can endow $X$ with a topology.

Definition 5.4. On $X$, the topology induced by the metric $d$ is defined as the topology generated by the open balls $\mathscr{B}(x, r)$ where $x \in X$ and $r>0$ (see Definition 1.10). It is denoted $\mathscr{T}_{d}$.

As it is the case for the Euclidean topology, a set $A \subset X$ is open for the topology induced by the metric $d$ if and only if for every $x \in A$, there exists a $r>0$ such that $\mathscr{B}(x, r) \subset A$.

Proposition 5.5. Let $(X, d)$ be a metric space and $\mathscr{T}_{d}$ the topology induced by the distance $d$. The closed balls $\overline{\mathscr{B}}(x, r)$ are closed in $\mathscr{T}_{d}$.

Proposition 5.6. If the distances $d, d^{\prime}$ on $X$ are equivalent, then the induced topologies $\mathscr{T}_{d}$ and $\mathscr{T}_{d^{\prime}}$ are equal.

Remark 5.7. It is possible that the topologies $\mathscr{T}_{d}$ and $\mathscr{T}_{d^{\prime}}$ coincide but the distances are not equivalent. An example is given by $\mathbb{R}^{+}$endowed with the Euclidean metric $d(x, y)=|x-y|$ and the metric $d^{\prime}(x, y)=|\sqrt{x}-\sqrt{y}|$.

Exercise 41 (Discrete distance). Let $X$ be a set and $d$ the distance on $X$ defined as $d(x, y)=1$ if $x=y$ and 0 otherwise. Show that the induced topology $\mathscr{T}_{d}$ is the discrete topology.

Exercise 42 (SNCF distance). Let $d$ and $d_{\text {SNCF }}$ denote the the Euclidean and SNCF distance (see Example 5.2 . Show that the induced topology $\mathscr{T}_{d_{\text {SNCF }}}$ is strictly finer than $\mathscr{T}_{d}$.

Consider two metric spaces $(X, d),\left(X^{\prime}, d^{\prime}\right)$ and $\left(X, \mathscr{T}_{d}\right),\left(X^{\prime}, \mathscr{T}_{d^{\prime}}\right)$ the corresponding topological spaces. By applying the same reasoning as in §3.1.2, one obtains the following.

Proposition 5.8. A a map $f:\left(X, \mathscr{T}_{d}\right) \rightarrow\left(X^{\prime}, \mathscr{T}_{d^{\prime}}\right)$ is continuous if and only iffor every $x \in X$ and $\varepsilon>0$, there exists $\eta>0$ such that for all $y \in X$, we have $d(x, y)<\eta \Longrightarrow d^{\prime}(f(x), f(y))<\varepsilon$.

Let $\lambda>0$. A map $f:(X, d) \rightarrow\left(X^{\prime}, d^{\prime}\right)$ is said $\lambda$-Lipschitz if for every $x, y \in X$, we have $d^{\prime}(f(x), f(y)) \leq \lambda d(x, y)$. Such a map is continuous. As a particular case, if $f:(X, d) \rightarrow\left(X^{\prime}, d^{\prime}\right)$ is an isometric embedding, then it is 1-Lipschitz, hence continuous.

Exercise 43 (Ultrametric spaces). A distance $d$ on $X$ is said ultrametric if $\forall x, y, z \in X, d(x, z) \leq$ $\max (d(x, y), d(y, z))$. If $d$ is an ultrametric distance, show that

1. $\forall x \in X, r>0$ and $y \in \mathscr{B}(x, r), \exists r^{\prime}>0$ such that $\mathscr{B}(x, r)=\mathscr{B}\left(y, r^{\prime}\right)$.
2. $\forall x, y \in X$ and $r, r^{\prime}>0$, either $\mathscr{B}(x, r) \subset \mathscr{B}\left(y, r^{\prime}\right)$ or $\mathscr{B}(x, r) \supset \mathscr{B}\left(y, r^{\prime}\right)$, or $\mathscr{B}(x, r) \cap$ $\mathscr{B}\left(y, r^{\prime}\right)=\emptyset$.
§5.1.3 NORMED VECTOR SPACES. Several common examples of metric spaces actually have an additional structure: being a vector space. In this case, a particular notion of distance if defined. In what follows, by vector space, we mean $\mathbb{R}$-vector space, although the theory is similar for $\mathbb{C}$.

Definition 5.9. A normed vector space is a pair $(X,\|\cdot\|)$ where $X$ is a vector space (potentially of infinite dimension) and $\|\cdot\|: X \rightarrow[0,+\infty)$ a map such that (positivity) $\forall x \in X,\|x\|=0 \Longleftrightarrow x=0$
(homogeneity) $\forall x \in X$ and $\lambda \in \mathbb{R},\|\lambda x\|=|\lambda|\|x\|$
(sub-additivity) $\forall x, y \in X,\|x+y\| \leq\|x\|+\|y\|$

The map $\|\cdot\|$ is called a norm. Two distances $\|\cdot\|,\|\cdot\|^{\prime}$ on $X$ are said equivalent if there exists $\alpha, \beta>0$ such that for all $x \in X$, we have $\alpha\|x\| \leq\|x\|^{\prime} \leq \beta\|x\|$.

Example 5.10 ( $p$-norms on $\mathbb{R}^{n}$ ). Let $p \in[1,+\infty)$. We define on $\mathbb{R}^{n}$ the norm

$$
\left\|\left(x_{1}, \ldots, x_{n}\right)\right\|_{p}=\left(\sum_{k=1}^{n}|x|^{p}\right)^{\frac{1}{p}} .
$$

For $p=+\infty$, we define $\left\|\left(x_{1}, \ldots, x_{n}\right)\right\|_{\infty}=\max \left(\left|x_{1}\right|, \ldots,\left|x_{n}\right|\right)$. They are all norms.
Example 5.11 ( $\ell^{p}$-spaces). Let $p \geq 1$. The space of $p$-summable sequences is a vector space, endowed with the $p$-norm

$$
\ell^{p}=\left\{\left.\left(x_{n}\right)_{n \in \mathbb{N}} \in \mathbb{R}^{\mathbb{N}}\left|\sum_{i=0}^{+\infty}\right| x_{i}\right|^{p}<+\infty\right\}, \quad\left\|\left(x_{n}\right)\right\|_{p}=\left(\sum_{i=0}^{+\infty}\left|x_{i}\right|^{p}\right)^{\frac{1}{p}}
$$

The fact that $\|\cdot\|_{p}$ satisfies the sub-additivity axiom is known as Minkowski inequality.
Example 5.12 (Lebesgue $L^{p}$-spaces). Let $(X, \mathscr{F}, \mu)$ be a measured space, and $p \geq 1$. Just as previously, we define the space of $p$-integrable functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and the $p$-norm as

$$
\mathscr{L}^{p}(\mu)=\left\{f: \mathbb{R}^{n} \rightarrow \mathbb{R} \mid \int f(x) \mathrm{d} \mu(x)<+\infty\right\}, \quad\|f\|_{p}=\left(\int f(x) \mathrm{d} x\right)^{\frac{1}{p}}
$$

However, the operator $\|\cdot\|_{p}$ may not satisfy the first axiom of a norm (think about a nonnegative function with integral zero but that is not zero everywhere). To overcome this issue, let $\mathscr{N}=\left\{f \in \mathscr{L}^{p}(\mu) \mid\|f\|_{p}=0\right\}$, and consider the quotient vector space $L^{p}(\mu)=\mathscr{L}^{p}(\mu) / \mathscr{N}$. The pair $\left(L^{p}(\mu),\|\cdot\|_{p}\right)$ now forms a normed vector space, called the Lebesgue space.

Proposition 5.13. If $(X,\|\cdot\|)$ is a normed vector space, then the map $d:(x, y) \mapsto\|x-y\|$ is a distance on $X$.

As a consequence of the previous proposition, any normed vector space is associated to a particular distance, hence to a particular topology.

Exercise 44. Show that all the norms $\|\cdot\|_{p}$ on $\mathbb{R}^{n}$, for $p \in[1,+\infty)$, are equivalent.
Remark: As we will see in the chapter about compacity, on a finite-dimensional vector space, all the norms are equivalent.

Exercise 45. For any $x \in \mathbb{R}^{n}$, show that $\lim _{p \rightarrow+\infty}\|x\|_{p}=\|x\|_{\infty}$.
Exercise 46 (Projection on the 1-ball). Equip $\mathbb{R}^{n}$ with the 1-norm. Let $r>0$ and denote by $\overline{\mathscr{B}}_{1}(0, r)$ the closed ball. We are interested in the projection operator on $\overline{\mathscr{B}}_{1}(0, r)$, that is, the map $p: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ defined as

$$
p(x)=\operatorname{argmin}\left\{\|x-y\|_{2} \mid y \in \overline{\mathscr{B}}_{1}(0, r)\right\} .
$$

When $\|x\|_{1} \leq r$, it is clear that $p(x)=x$, hence we suppose $\|x\|>r$. For any $\lambda \geq 0$, we define

$$
S_{\lambda}(x)=\left(\left[x_{i}\left(1-\lambda /\left|x_{i}\right|\right)\right]_{+}\right)_{1 \leq i \leq n}
$$

where $[\cdot]_{+}$denote the positive part.

1. Prove that $S_{\lambda}(x) \in \operatorname{argmin}\left\{\|x-y\|_{2}+\lambda\|y\|_{1} \mid y \in \overline{\mathscr{B}}_{1}(0, r)\right\}$
2. Prove that $p(x)$ is equal to $S_{\lambda}(x)$ where $\lambda$ is such that $\left\|S_{\lambda}(x)\right\|_{1}=r$.

This means that projection on the $\ell^{1}$-ball tends to nullify coordinates. This idea is at the core of the lasso regression. An explicit expression for $\lambda$ is given in [9, Exercise 5.5.6].


Let $\left(E,\|\cdot\|_{E}\right),\left(F,\|\cdot\|_{F}\right)$ be two normed vector spaces, and let $\mathscr{L}(E, F)$ denote the set of linear maps $E \rightarrow F$. When $F=\mathbb{R}$, it is called the (algebraic) dual space of $E$. It is a vector space. For any $f \in \mathscr{L}(E, F)$, we define

$$
\begin{align*}
\|f\| & =\sup \left\{\left.\frac{\|f(x)\|_{F}}{\|x\|_{E}} \right\rvert\, x \in E \backslash\{0\}\right\}  \tag{I.1}\\
& =\sup \left\{\|f(x)\|_{F} \mid x \in E,\|x\|_{E}=1\right\}
\end{align*}
$$

Proposition 5.14. The linear map $f \in \mathscr{L}(E, F)$ is continuous if and only if $\|f\|$ is finite.

Let $\mathscr{L}_{c}(E, F)$ denote the space of continuous linear map maps $E \rightarrow F$. When $F=\mathbb{R}$, it is called the topological dual space of $E$. Endowed with the norm $\|\cdot\|$ defined Equation (I.1), $\mathscr{L}_{c}(E, F)$ is a normed vector space. When $E$ has finite dimension, we will see later that $\mathscr{L}_{c}(E, F)=\mathscr{L}_{c}(E, F)$, that is, all linear maps are continuous.

Exercise 47. Give an example of a linear map between two normed spaces that is not continuous.

### 5.2 EXAMPLES

§5.2.1 MATRIX SUBSPACES Let $M_{n}(\mathbb{R})$ denote the space of $n \times n$ real matrices. It is an algebra for the sum and product of matrices. We will denote by $A=\left(a_{i, j}\right)_{1 \leq i, j \leq n}$ its elements. A first family of norms on $M_{n}(\mathbb{R})$ is given by the entry-wise p-norms:

$$
\|A\|_{p}=\left(\sum_{i=1}^{n} \sum_{j=1}^{n}\left|a_{i, j}\right|^{p}\right)^{\frac{1}{p}}
$$

In the particular case $p=2$, it is called the Frobenius norm, and is denoted $\|\cdot\|_{\mathrm{F}}$. It can also be written as $\|A\|_{\mathrm{F}}=\operatorname{tr}\left(A^{\top} A\right)$, where $A^{\top}$ denotes the transpose and tr the trace. The Frobenius norm is particular: it comes from a scalar product, and gives $M_{n}(\mathbb{R})$ the structure of a Euclidean vector space.

Another family is given by the norms induced by vector norms. If $\|\cdot\|_{p}$ denotes the $p$-norm on $\mathbb{R}^{n}$, we define

$$
\|A\|_{(p)}=\sup \left\{\|A x\|_{p} \mid x \in \mathbb{R}^{n},\|x\|=1\right\}
$$

They are sub-multiplicative: $\|A B\|_{(p)} \leq\|A\|_{(p)}\|B\|_{(p)}$. This property is particularly handy in the context of error analysis in linear computing, or to study iterates of linear maps.

For any matrix $A \in M_{n}(\mathbb{R})$, its singular values are defined as the square roots of the eigenvalues of the matrix $A^{\top} A$ (which is symmetric, hence admits non-negative eigenvalues). We list them in decreasing order $\sigma_{1}, \ldots, \sigma_{n}$. One shows that the induced 2-norm defined previously satisfies $\|A\|_{(2)}=\sigma_{1}$. Moreover, the entrywise 2-norm satisfies $\|A\|_{2}=\sqrt{\sum_{i=1}^{n} \sigma_{i}^{2}}$. By mimicking this formula, for any $p \geq 1$, we define the Schatten norm

$$
\|A\|_{((p))}=\left(\sum_{i=1}^{n} \sigma_{i}^{p}\right)^{\frac{1}{p}}
$$

Exercise 48 (Rank distance). Let $d: M_{n}(\mathbb{R}) \times M_{n}(\mathbb{R}) \rightarrow \mathbb{N}$ be the map $d(A, B)=\operatorname{rank}(A-B)$.

1. Verify that $d$ is a distance.
2. Show that $d$ induces the discrete topology on $M_{n}(\mathbb{R})$.

Remark: This distance has been used in the context of phylogenetics in [10].
Exercise 49 (Spectral radius). Let $A \in M_{n}(\mathbb{R})$. We define its spectral radius $\rho(A)$ as the maximum modulus of its complex eigenvalues. Let $\|\cdot\|$ be any norm $M_{n}(\mathbb{R})$.

1. Show that $\rho(A)<1 \Longrightarrow \lim _{r \rightarrow+\infty}\left\|A^{k}\right\|=0$ and $\rho(A)>1 \Longrightarrow \lim _{r \rightarrow+\infty}\left\|A^{k}\right\|=+\infty$.
2. Show that $\lim _{r \rightarrow+\infty}\left\|A^{k}\right\|^{\frac{1}{k}}=\rho(A)$.

Hint: Write $A$ in Jordan normal form.
§5.2.2 HAUSDORFF DISTANCE. Let $(X, d)$ be a metric space and $\mathscr{P}_{\mathrm{c}}(X)$ the set of nonempty bounded and closed subsets of $X$. For any $K \in \mathscr{P}_{\mathrm{c}}(X)$, we define the distance to $K$ as the map $d_{K}: X \rightarrow[0,+\infty)$ defined as

$$
d_{K}(x)=\inf \{d(x, y) \mid y \in K\}
$$

The Hausdorff distance between $K, L \in \mathscr{P}_{\mathrm{x}}(X)$ is defined as

$$
d_{\mathrm{H}}(K, L)=\max \left\{\sup _{x \in K} d_{L}(x), \sup _{x \in L} d_{K}(x)\right\} .
$$

For any $\varepsilon>0$, define the thickening $K^{\varepsilon}=\left\{x \in X \mid d_{K}(x) \leq \varepsilon\right\}$. One shows that

$$
d_{\mathrm{H}}(K, L)=\inf \left\{\varepsilon>0 \mid K \subset L^{\varepsilon}, L \subset K^{\varepsilon}\right\}
$$



Proposition 5.15. The Hausdorff distance is a metric on $\mathscr{P}_{c}(X)$.
The Hausdorff distance allows to construct fractal objects, such as the Menger sponge [11].

§5.2.3 PROBABILITY SPACES For an extensive review of metrics on probability spaces, see [12]. Let $(\Omega, \mathscr{F})$ be a probability space, and $\mu, v$ two probability measure. We define the total variation distance as

$$
\delta(\mu, v)=\sup \{|\mu(A)-v(A)| \mid A \in \mathscr{F}\}
$$

If $\mu$ and $\nu$ are absolutely continuous with respect to another measure $\lambda$, with densities $p$ and $q$, we define the Hellinger distance

$$
H(\mu, v)=\sqrt{\frac{1}{2} \int(\sqrt{p(x)}-\sqrt{q(x)})^{2} \mathrm{~d} \lambda(x)}
$$

It is independent of the dominating measure $\lambda$. They satisfy the classical inequalities $H^{2}(\mu, v) \leq \delta(\mu, v) \leq \sqrt{2} H(\mu, v)$. But they are not equivalent.

Let $d$ be any metric on $\Omega, p \geq 1$ a real number, and $\mathscr{P}_{p}(\Omega)$ the set of $p$-integrable measures. The $p$-Wasserstein metric between $\mu, v \in \mathscr{P}_{p}(\Omega)$ is

$$
W(\mu, v)=\left(\inf \left\{\mathbb{E}[d(X, Y)]^{p} \mid X \sim \mu, Y \sim v\right\}\right)^{\frac{1}{p}}
$$

where the infimum is taken over all joint distributions $(X, Y)$ with marginals $\mu$ and $v$. The case where $p=2$ and $d$ is the Euclidean 2-norm on $\mathbb{R}^{n}$ is particularly studied. If the domain $\Omega$ is not bounded, the Wasserstein metric is not equivalent to the others.

### 5.3 Geodesics

§5.3.1 LENGTH SPACES. Let $(X, d)$ be a metric space, and $x, y \in X$ two points. Remind that a path between $x$ and $y$ is a continuous map $\gamma:[0,1] \rightarrow X$ such that $\gamma(0)=x$ and $\gamma(1)=y$. If $\gamma$ is a path, we define its length as

$$
\operatorname{len}(\gamma)=\sup \left\{\sum_{i=1}^{n-1} d\left(\gamma\left(t_{i+1}\right), \gamma\left(t_{i}\right)\right) \mid 0=t_{1}<\cdots<t_{n}=1\right\}
$$

where the supremum is taken over all subdivisions of $[0,1]$ and all $n \in \mathbb{N}$. In particular, we have $\operatorname{len}(\gamma) \geq d(\gamma(0), \gamma(1))$.


In what follows, we will suppose that $(X, d)$ is path-connected by rectifiable curves, meaning that there exists a finite-length path between any two points. We define the intrinsic metric for all $x, y \in X$ as

$$
\begin{equation*}
d_{\mathrm{i}}(x, y)=\inf \{\operatorname{len}(\gamma) \mid \gamma \text { path from } x \text { to } y\} . \tag{I.2}
\end{equation*}
$$

Definition 5.16. A length space is a path-connected by rectifiable curves metric space $(X, d)$ such that $d=d_{\mathrm{i}}$.

Proposition 5.17. If $(X, d)$ is path-connected by rectifiable curves, then $d_{i}$ is a metric on $X$.
Example 5.18 (Intrinsic metric on $\mathbb{S}^{1}$ ). We continue the example of Exercise 39 . Let $\mathbb{S}^{1}$ be the unit circle of $\mathbb{R}^{2}$, endowed with the restricted Euclidean distance. The intrinsic distance is $d_{\mathrm{i}}(x, y)=2 \arcsin (\|x-y\| / 2)$.
§5.3.2 GEODESICS. Suppose that $(X, d)$ is path-connected by rectifiable curves, and let $x, y \in X$.

Definition 5.19. A path $\gamma$ from $x$ to $y$ is a minimizing geodesic if it attains the minimum of Equation (I.2). A length space $(X, d)$ is a geodesic space if it there exists a minimizing geodesic between each pair of points.

The punctured Euclidean space $\mathbb{R}^{2} \backslash\{0\}$ is an example of length space that is not a geodesic space: there is no minimizing geodesic between $(1,0)$ and $(-1,0)$. As we will see later, the generalized Hopf-Rinow theorem states that any locally compact complete length space is a geodesic space.

Remark 5.20. A minimizing geodesic satisfies $d_{\mathrm{i}}(\gamma(s), \gamma(t))=|s-t| d_{\mathrm{i}}(x, y)$ for all $s, t \in[0,1]$. That is to say, for all $s, t \in[0,1]$ such that $s<t$, the curve $\eta: t \in[0,1] \mapsto \gamma((1-u) s+u t)$ is a minimizing geodesic from $\gamma(s)$ to $\gamma(t)$. More generally, in Riemannian geometry, a geodesic is understood as a path which satisfy the previous condition locally. A geodesic may not be a minimizing geodesic if it does not minimize the length globally.


Example 5.21. Let $\mathbb{S}^{2} \subset \mathbb{R}^{2}$ be endowed with the intrinsic metric induced by the Euclidean metric on $\mathbb{R}^{2}$. It is a geodesic space. Moreover, the geodesic between any two points must lie in a great circle, that is, the intersection of the sphere and a plane passing through the origin.


Example 5.22 (Flat torus). Let $(X, d)$ be a metric space, and $\mathbb{R}^{n}$ endowed with the Euclidean distance. An isometric embedding of $X$ into $\mathbb{R}^{n}$ is an injective continuous map $f: X \rightarrow \mathbb{R}^{n}$ such that the intrinsic Euclidean distance on $f(X)$ corresponds to $d$. It is a well-studied problem in the context of Riemannian geometry. As an example, consider the flat torus $X$, obtained by gluing the opposite sides of the square $[0,1] \times[0,1]$. It is given the quotient metric $d(x, y)=$ $\min \{\|x-y+(m, n)\| \mid m, n \in \mathbb{Z}\}$. Recently has been built an explicit isometric embedding of $(X, d)$ in $\mathbb{R}^{3}$ [13].


Example 5.23 (Wasserstein space). Let $X \subset \mathbb{R}^{n}$ be closed, bounded and convex, $(X, \mathscr{F})$ the probability space of the Borel algebra, $p \geq 1$ a real number and $\mathscr{P}_{p}(X)$ the $p$-integrable measure endowed with the Wasserstein distance $W$ (see $\S 5.2 .3$. Given two measure $\mu, v \in \mathscr{P}_{\sqrt{ }}(\mathscr{X})$, let $\Pi(\mu, v)$ denote an optimal transport plan, that is, a measure with marginals $\mu$ and $v$ such that $W(\mu, v)=\left(\left\{\mathbb{E}[d(X, Y)]^{p} \mid(X, Y) \sim \Pi(\mu, v)\right\}\right)^{\frac{1}{p}}$. For all $t \in[0,1]$, define the linear interpolation
$\pi_{t}: X \times X \rightarrow X$ as $\pi_{t}(x, y)=(A-t) x+t y$, and define the family of measures

$$
\gamma_{t}=\left(\pi_{y}\right)_{\sharp} \Pi(\mu, v) .
$$

One shows that the path $t \mapsto \gamma_{t}$ is a geodesic from $\mu$ to $v$.
Exercise 50 (SNCF distance). Show that the plane $\mathbb{R}^{2}$ endowed with the SNCF distance (defined in Example 5.2) is a geodesic space.

## 6 LIMITS AND COMPLETENESS

### 6.1 Limits

The notion of limit of a map between topogical spaces is defined in greater generality using the notion of filter [14]. In these notes, we will give a particular version of this definition, already quite general.
§6.1.1 TOPOLOGICAL DEFINITION. In what follows, $(X, \mathscr{T})$ and $(Y, \mathscr{U})$ are two topological spaces.

Definition 6.1. Let $A \subset X, f: A \rightarrow Y, a \in \bar{A}$ and $l \in Y$. We say that $f$ converges to $l$ at $a$ in $A$ if for every neighborhood $V \subset Y$ of $l$, there exists a neighborhood $U \subset X$ of $a$ such that $f(U \cap A) \subset V$. In this case, we write $\lim _{a} f=l, \lim _{x \rightarrow a} f(x)=l$, or $f(x) \underset{x \rightarrow a}{\longrightarrow} l$.

We say that $f$ admits a limit at $a$ if there exists a $l \in Y$ such that $f$ converges to $l$ at $a$.
Remark 6.2. In the case where $A=X$, we recognize the definition of continuity of $f$ at $l$. That is, $f$ admits a limit at $a$ iff it is continuous, and we have $\lim _{x \rightarrow a} f(x)=a$.

Proposition 6.3 (Unicity of limits). Suppose that $\lim _{a} f=l$. If $Y$ is Hausdorff, then the limit is unique.

Proof. By contradiction, let us suppose that $f$ admits two limits $l, l^{\prime}$ at $a$. Let $V$ and $V^{\prime}$ be nonintersecting neighborhoods for $l$ and $l^{\prime}$, and let $U, U^{\prime}$ be the neighborhoods of $a$ given by the definition. We have $f(U \cap A) \subset V$ and $f\left(U^{\prime} \cap A\right) \subset V^{\prime}$. Next, note that $U \cap U^{\prime}$ is a neighborhood of $a$, and since $a \in \bar{A}$, the intersection $U \cap U^{\prime} \cap A$ is non-empty. Hence $f\left(U \cap U^{\prime} \cap A\right) \subset V \cap V^{\prime}$ is non-empty, which is absurd since $f\left(U \cap U^{\prime} \cap A\right) \subset V \cap V^{\prime}$ and $V \cap V^{\prime}$ is empty.

Proposition 6.4 (Composition of limits). Let $X, Y, Z$ be three topological spaces, and $f: X \rightarrow Y$, $g: Y \rightarrow Z$ such that $\lim _{x} f=y$ and $\lim _{y} g=z$. Then $\lim _{x} g \circ f=z$.

Example 6.5 (One-sided limits). Let $X=\mathbb{R}, a \in X$ and $A=(-\infty, a)$ (resp. $A=(a,+\infty)$ ). If $f$ converges to $l$ at $a$ in $A$, then we say that $l$ is the left-sided limit (resp. left-sided limit) of $f$ at $a$.

Example 6.6 (Limits in metric spaces). As a direct consequence of the definition of the topology induced by metrics, we obtain that a map $f:(X, d) \rightarrow\left(Y, d^{\prime}\right)$ between metric spaces admits a limit $l \in Y$ at $a \in X$ if and only if

$$
\forall \varepsilon>0, \exists \delta>0, \forall x \in X, d(x, a)<\delta \Longrightarrow d(f(x), l)<\varepsilon .
$$

That is, $f$ converges to $l$ iff the map $x \mapsto d(f(x), l)$ converges to 0 when $x$ tends to $a$.

Proposition 6.7. Suppose that $f$ converges to $l$ at a in A. Then $l \in \overline{f(A)}$.
Corollary 6.8. Let $X=\mathbb{R}$ and $Y=\mathbb{R}$ endowed with the Euclidean topology, and $a, l \in \mathbb{R}$. If $\lim _{a} f=l$, and $f \geq 0$ in a neighborhood of $a$, then $l \geq 0$.
§6.1.2 Limits at infinity. In order to define limits of function $f: \mathbb{R} \rightarrow Y$ at infinity, we can consider $A=\mathbb{R}$ and $X=\mathbb{R} \cup\{+\infty\}$. The topology we choose on $\mathbb{R} \cup\{+\infty\}$ will be the one generated by the open sets of the Euclidean topology and the sets $(x,+\infty)$ for $x \in \mathbb{R}$. This is the topology is known as the extended real line. Let $l \in Y$. With respect to this topology, we have:

$$
\lim _{+\infty} f=l \Longleftrightarrow \text { for every neighborhood } V \subset Y \text { of } l, \exists L>0, \forall x>L, f(x) \in V
$$

In particular, if $(Y, d)$ is a metric space, we get the classical definition

$$
\lim _{+\infty} f=l \Longleftrightarrow \forall \varepsilon>0, \exists L>0, \forall x \in X, x>L \Longrightarrow d(f(x), l)<\varepsilon
$$

§6.1.3 SEQUENTIAL LIMITS. We can mimick the previous construction to define limits of sequences. We still consider two topological spaces $(X, \mathscr{T})$ and $(Y, \mathscr{U})$. Let $X=\mathbb{N} \cup\{+\infty\}$ and $A=\mathbb{N}$. A map $A \rightarrow \mathbb{R}$ is a real sequence $\left(x_{n}\right)_{n \in N}$. Let $l \in Y$. We have

$$
\begin{equation*}
\lim _{+\infty} x_{n}=l \Longleftrightarrow \text { for every neighborhood } V \subset Y \text { of } l, \exists N>0, \forall n>N, x_{n} \in V \tag{I.3}
\end{equation*}
$$

In particular, if $(Y, d)$ is a metric space, we obtain the classical formulation.

$$
\lim _{+\infty} x_{n}=l \Longleftrightarrow \forall \varepsilon>0, \exists N \geq 0, \forall n \geq N, d\left(x_{n}, l\right)<\varepsilon
$$

Example 6.9. Let $\mathscr{C}^{0}([0,1])$ the space of continuous maps from $[0,1]$ to $\mathbb{R}$, endowed with the sup norm. The sequence $f_{n}: x \mapsto \sin (x / n)$ converges to the zero map.
Example 6.10. Let $\mathscr{P}_{c}\left(\mathbb{R}^{n}\right)$ be endowed with the Hausdorff distance $d_{\mathrm{H}}$ (see $\S 5.2 .2$. The sequence $x_{n}=\overline{\mathscr{B}}(0,1 / n)$ converges to $\{0\}$.

In the case of metric spaces, limits of sequences allow to characterize closed sets (hence also open sets).

Proposition 6.11. Let $(Y, d)$ be a metric space. A subset $A \subset Y$ is closed if and only if for every sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ of A that converges to $x \in Y$, we have $x \in A$.

Remark 6.12. In general, in a topological space, it is not true that two topologies are equal iff they admit the same converging sequences (as defined in Equation (I.3). An example is given in Exercise 52. However, when the topologies come from metrics, the result is true. Indeed, according to Proposition 6.11, we can define the notion of closeness using only the notion of limits of sequences. In general, such a topological space is called a sequential space.

Exercise 51. Let $X=\mathbb{N}$ and $Y=\mathscr{C}^{0}([0,1])$ the space of continuous maps from $[0,1]$ to $\mathbb{R}$. On $Y$, consider the norms

$$
\|f\|_{\infty}=\sup \{f(x) \mid x \in[0,1]\} \quad \text { and } \quad\|f\|_{1}=\int_{0}^{1} f(x) \mathrm{d} x
$$

Exhibit a sequence of functions $\left(f_{n}\right)_{n \in \mathbb{N}}$ that admits a limit for $\|\cdot\|_{1}$ but not for $\|\cdot\|_{\infty}$.
Exercise 52. On $\mathbb{R}$, consider the discrete topology $\mathscr{T}$, and the co-countable topology $\mathscr{U}$, defined as

$$
\mathscr{U}=\left\{\left.A \subset \mathbb{R}\right|^{c} A \text { is countable }\right\} \cup\{\emptyset\} .
$$

Show that, for both of these topologies, a sequence $\left(x_{n}\right)_{n \in \mathbb{R}}$ converges to $x \in \mathbb{R}$ if and only if $x_{n}=x$ for $n$ large enough.

## §6.1.4 ACCUMULATION POINTS.

Definition 6.13. Let $A \subset X, f: A \rightarrow Y, a \in \bar{A}$ and $l \in Y$. We say that $l$ is an accumulation point of $f$ at $a$ in $A$ if for all neighborhood $V$ of $l$, for all neighborhood $U$ of $a$ such that $f(U \cap A) \cap V$ is non-empty.

Remark 6.14. In the case where $A=X$, we see that a limit for $f$ is an accumulation point for $f$ (indeed, we actually have $f(U \cap A) \subset V$ ). Therefore, in a Hausdorff space, if $f$ admits a limit at $a$, it is the only accumulation point it admits at $a$.

Example 6.15. Consider the Euclidean space $\mathbb{R}$, define $X=\mathbb{R}, Y=\mathbb{R}, A=\mathbb{R} \backslash\{0\}$ and $f: A \rightarrow$ $\mathbb{R}$ defined by $f(x)=\arctan (1 / x)$. The map $f$ admits two accumulation points at $0: \pi / 2$ and $-\pi / 2$.

Proposition 6.16. Let $f:(X, d) \rightarrow\left(Y, d^{\prime}\right)$ be a map between metric spaces, $a \in X$ and $l \in Y$. Then $l$ is an accumulation point of $f$ at a iff

$$
\forall \varepsilon>0, \forall \delta>0, \exists x \in X \text { such that } d(x, a)<\delta \text { and } d^{\prime}(f(x), l)<\varepsilon
$$

Example 6.17. The accumulations points at $+\infty$ of a real sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ and a map $f:[0,+\infty) \rightarrow \mathbb{R}$ are equal to

$$
\bigcap_{N \in \mathbb{N}} \overline{\left\{x_{n} \mid n \geq N\right\}} \quad \text { and } \quad \bigcap_{x \geq 0} \overline{f([0,+\infty))}
$$

In particular, via the process of extraction, a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ admits an accumulation point $l$ if and only if there exists a subsequence $\left(x_{\phi(n)}\right)_{n \in \mathbb{N}}$ that converges to $l$.

Example 6.18. The accumulation points of the sequence $x_{n}=(-1)^{n} \frac{n}{n+1}$ are 1 and -1 .
Example 6.19 (Van der Pol Oscillator). Consider the differential equation

$$
x^{\prime \prime}-\mu\left(1-x^{2}\right) x^{\prime}+x=0
$$

where $\mu>0$. Let $x:[0,+\infty) \rightarrow \mathbb{R}$ be a solution, and consider the moment map $f: t \mapsto$ $\left(x(t), x^{\prime}(t)\right)$. The accumulation points of $f$ at $+\infty$ is a closed curve.

Exercise 53. Show that the accumulation points at 0 of the topologist's sine curve $x \in$ $(0,1] \mapsto \sin (1 / x)$ is the set $[0,1]$.



### 6.2 COMPLETE SPACES

We will only define completeness in the context of metric spaces, although this notion can be formulated more generally for spaces endowed with a uniform structure.
§6.2.1 CAUCHY SEQUENCES. In what follows, $(X, d)$ denotes a metric space.

Definition 6.20. We say that a sequence $\left(x_{n}\right)_{n \in N} \in X^{\mathbb{N}}$ is a Cauchy sequence if

$$
\forall \varepsilon>0, \exists N \in \mathbb{N}, \forall m, n>N, d\left(x_{m}, x_{n}\right)<\varepsilon .
$$

Proposition 6.21. If a sequence converges, then it is a Cauchy sequence.
The converse of this proposition is false in general. This is the whole point of the notion of completeness. Roughly speaking, if a Cauchy sequence does not converge, it means that its 'virtual limit' goes out of the space. This idea can be made rigorous via the notion of completion of a space.

Example 6.22. Let $\mathbb{R} \backslash\{0\}$ be endowed with the Euclidean norm. The sequence $x_{n}=1 / n$ is Cauchy but does not converge.

Example 6.23. Let $(0,+\infty)$ be endowed with the distance $d(x, y)=|1 / x-1 / y|$. The sequence $x_{n}=n$ is Cauchy but does not converge.

Example 6.24. Let $\mathscr{C}^{0}([0,1])$ be endowed with the norm $\|\cdot\|_{1}$ (see Exercise 51). The sequence $f_{n}: x \mapsto x^{n}$ is Cauchy but does not converge.


Proposition 6.25. Let $d^{\prime}$ be another metric on $X$, equivalent to $d$. Then a Cauchy sequence for $d$ also is a Cauchy sequence for $d^{\prime}$.

## §6.2.2 COMPLETENESS.

Definition 6.26. A metric space $(X, d)$ is complete said is all of its Cauchy sequences converge.

Following our interpretation, a space is complete if it is 'without holes'. A particularly handy feature of a complete space is the following: in order to show that a sequence converges, we only have to show that it is Cauchy, without having to compute the limit explicitly.

Exercise 54. Endow $X$ with the discrete metric $d(x, y)=1$ if $x=y$ and 0 otherwise. Show that it is complete.

Remark 6.27. We stress out that completeness is defined for a metric space, and not a topological space. Observe that the spaces $\mathbb{R}$ and $(0,1]$, endowed with the Euclidean distance, are homeomorphic, but only the first one is complete.

Remark 6.28. Given a metric space $(X, d)$, it is possible to build a canonical complete metric space ( $X^{\prime}, d^{\prime}$ ), such that $X$ injects isometrically in $X^{\prime}$ as a dense subset. This space is called the completion of $X$, and can be defined via the Cauchy sequences. This is one of the possible constructions of the real numbers.

In order to prove the following proposition, we only use the fact that $\mathbb{R}$ admits the least upper bound property.

Proposition 6.29. The real line $(\mathbb{R},|\cdot|)$ is complete.
Proof. Let $\left(x_{n}\right)_{n \in \mathbb{N}}$ be a real Cauchy sequence. Let us show that it admits a limit. This will be a consequence of the following three facts, interesting on their own.
First fact: A Cauchy sequence is bounded. Use the definition of a Cauchy sequence with $\varepsilon=1$, we have a $n \in \mathbb{N}$ such that for all $n \geq N, d\left(x_{n}, x_{N}\right)<1$, hence $\left|x_{n}\right| \leq\left|x_{N}\right|+1$. Besides, denote $A=\max \left\{\left|x_{n}\right| \mid n \leq N\right\}$. We obtain that for all $n \in \mathbb{N},\left|x_{n}\right| \leq \max \left(\left|x_{N}\right|+1, A\right)$. Since $\left(x_{n}\right)_{n \in \mathbb{N}}$ is bounded, we can extract from it an increasing subsequence, that we still denote $\left(x_{n}\right)_{n \in \mathbb{N}}$.
Second fact: A real bounded and increasing sequence (resp. decreasing) converges to its supremum (resp. infimum). Let $l$ denote its supremum. This is a direct consequence of the definition of a limit, see \$6.1.3.
Third fact: A Cauchy sequence admitting an accumulation point converges. We will show that $\left(x_{n}\right)$ converges to $l$. By the definition of a Cauchy sequence, let $\varepsilon>0$, and $N$ such that $\left|x_{m}-x_{n}\right|<\varepsilon / 2$ for all $m, n \geq N$. Also definition of an accumulation point, consider also $N^{\prime} \leq N$ be such that $\left|x_{n}-l\right| \varepsilon<2$. We deduce that for any $n \geq N$,

$$
\left|x_{n}-l\right| \leq\left|x_{n}-x_{N}^{\prime}\right|+\left|x_{N^{\prime}}-l\right| \leq \varepsilon .
$$

Hence the sequence converges to $l$.
Corollary 6.30. For all $k \geq 1$, the space $\mathbb{R}^{k}$ endowed with the Euclidean norm is complete.
Proof. If $\left(x_{n}=\left(x_{n}^{1}, \ldots, x_{n}^{k}\right)\right)_{n \in \mathbb{N}}$ is a real Cauchy sequence, then it is easy to prove that each $\left(x_{n}^{k}\right)_{n \in \mathbb{N}}$ also are. Therefore, we can build a limit coordinate-wise.

Corollary 6.31. The space of closed bounded subsets $\mathscr{P}_{c}\left(\mathbb{R}^{n}\right)$ endowed with the Hausdorff distance is complete.

Proof. We only give an idea of the proof. Let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a Cauchy sequence. By defining a new sequence $A_{n}^{\prime}=\overline{\mathrm{U}_{k \geq n} A_{n}}$, we can suppose that $A_{n}$ is descreasing. Next, one shows that $A_{n}$ converges to $\bigcup_{n \geq 0} A_{k}$, called the limsup of the sequence.

## §6.2.3 BANACH SPACES.

Definition 6.32. We say that a normed vector space $(X,\|\cdot\|)$ is a Banach space if it is complete.

For instance,

- all the normed vector spaces $\mathbb{R}^{n}$ and $M_{n}(\mathbb{R})$ are Banach, and this holds for any norm, since all norms are equivalent in finite dimension.
- Moreover, for any $p \in\left[1,+\infty\right.$ ) the spaces $\ell^{p}$ and $\ell^{\infty}$ (see Examples 5.11 and 5.11) are complete.
- As illustrated by Example 6.24 , the space $\mathscr{C}^{0}([0,1])$ of continuous functions on $[0,1]$ is complete for $\|\cdot\|_{\infty}$ but not for $\|\cdot\|_{1}$.


### 6.3 Contractions and fixed-points

§6.3.1 BANACH FIXED-POINT THEOREM. We now give some applications of the notion of completeness. Let $(X, d)$ be a metric space and $f: X \rightarrow X$ a map. We say that $f$ is a contraction map if there exists a $c \in[0,1)$ such that $d(f(x), f(y)) \leq d(x, y)$ for all $x, y \in X$. In particular, $f$ is continuous. A fixed point for $f$ is a point $x \in X$ such that $f(x)=x$.

Theorem 6.33 (Banach fixed-point). Suppose that $(X, d)$ is a complete metric space. If $f$ is a contraction map, then it admits a unique fixed point $x^{*}$. Moreover, for any $x \in X$, the sequence defined by $x_{0}=x$ and $x_{n+1}=f\left(x_{n}\right)$ converges to $x^{*}$.
Proof. Using the contraction property of $f$, we get, for all $n, m \in \mathbb{N}$ such that $n \geq n$,

$$
\begin{aligned}
d\left(x_{m}, x_{n}\right) & \leq d\left(x_{m}, x_{m+1}\right)+d\left(x_{m}, x_{m+1}\right)+\cdots+d\left(x_{n-1}, x_{n}\right) \\
& \leq c^{m} d\left(x_{0}, x_{1}\right)+c^{m+1} d\left(x_{0}, x_{1}\right) \cdots+c^{n+1} d\left(x_{0}, x_{1}\right) \\
& \leq \frac{c^{n}}{c+1} d\left(x_{0}, x_{1}\right)
\end{aligned}
$$

We deduce that the sequence is Cauchy, hence admits a limit, denoted $x^{*}$. It must be a fixed point of $x$, since, by continuity of $f$,

$$
x^{*}=\lim x_{n}=\lim f\left(x_{n+1}\right)=f\left(\lim x_{n}\right)=f\left(x^{*}\right)
$$

Last, this fixed point is unique since $f$ is contracting. Indeed, if $y^{*}$ is another fixed point, we have

$$
d\left(x^{*}, y^{*}\right)=d\left(f\left(x^{*}\right), f\left(y^{*}\right)\right) \leq c d\left(x^{*}, y^{*}\right)
$$

hence $x^{*}=y^{*}$ since $c<1$.
Let us give an application of Banach fixed-point theorem in the context of partial differential equations.

Theorem 6.34 (Cauchy-Lipschitz or Picard-Lindelöf theorem). Let $\Omega \times I \subset \mathbb{R}^{n} \times \mathbb{R}$ be a closed rectangle, $F: \Omega \times I \rightarrow \mathbb{R}^{n}$ a continuous map such that is Lipschitz in the first variable, that is, $\exists \lambda>0$ such that $F\left(\left(x^{\prime}, t\right),(x, t)\right) \leq \lambda\left|x-x^{\prime}\right|$ for all $x, x^{\prime} \in \Omega$ and $t \in I$. Let $\left(x_{0}, t_{0}\right) \in D$ and consider the differential equation

$$
x^{\prime}(t)=F(x(t), t), \quad x\left(t_{0}\right)=x_{0}
$$

where the solutions are differentiable maps $x: I \rightarrow \Omega$. Then there exists a $\varepsilon>0$ and a solution of the equation for $t \in\left(t_{0}-\varepsilon, t_{0}+\varepsilon\right)$.

Proof. We only give an idea of the proof. Let us consider the complete metric space $\left(\mathscr{C}^{0}(I, \Omega),\|\cdot\|_{\infty}\right)$ of continuous functions $I \rightarrow \Omega$. We prove the theorem by applying the Banach fixed point theorem to the contracting map $f: \mathscr{C}^{0}(I, \Omega) \rightarrow \mathscr{C}^{0}(I, \Omega)$ defined as

$$
f(x)(t)=f\left(t_{0}\right)+\int_{t_{0}}^{t} F(x, s) \mathrm{d} s
$$

On shows that $x$ is a fixed point of this operator if and only if it is a solution of the differential equation.
§6.3.2 Fractals. Self-similar objects in $\mathbb{R}^{2}$ are often obtained via repeated applications of an operator. It will be convenient to work in the space $\mathscr{P}_{c}\left(\mathbb{R}^{2}\right)$ of bounded closed subsets.

Proposition 6.35. Let $f: X \rightarrow X$ be a $c$-contraction map on a metric space. Then the induced map $F: \mathscr{P}_{c}(X) \rightarrow \mathscr{P}_{c}(X)$ is also $c$-contracting.

More generally, if $f_{1}, \ldots, f_{n}$ is a collection of contracting maps, the operator

$$
F: A \mapsto f_{1}(A) \cup \cdots \cup f_{n}(A)
$$

is a contracting map, with constant $\max \left\{c_{1}, \ldots, c_{n}\right\}$. Its unique fixed point, given by the Banach fixed-point theorem, is called a $F$-fractal.

Example 6.36 (Cantor set). It is obtained from the previous construction, starting from the interval $[0,1] \subset \mathbb{R}$ and applying the transformations $f_{1}(x)=1 / 3 x$ and $f_{2}(x)=1 / 3 x+2 / 3$.


Example 6.37 (Koch snowflake). It is also obtained from the previous construction, starting from the interval $[0,1] \times\{0\} \subset \mathbb{R}^{2}$ and applying the five transformations described in [15, §3.3].

§6.3.3 Peano space-filling Curves. Consider the metric space $\mathscr{C}^{0}\left([0,1],[0,1]^{2}\right)$ of functions from $[0,1]$ to $[0,1]$ endowed with the sup norm $\|\cdot\|_{\infty}$. It is a complete space. Let $f_{n}$ be the sequence of functions defined as in the following figure: we obtain $f_{n+1}$ from $f_{n}$ by replacing $f_{n}$ by a copy of $f_{0}$ in each of the squares of length $1 / 3^{n}$, and connecting the boundary points.


One shows that it is a Cauchy sequence, hence it admits a limit in $\mathscr{C}^{0}\left([0,1],[0,1]^{2}\right)$, called the Peano curve. It is a continuous surjective map from $[0,1]$ to $[0,1]^{2}$.

## 7 Compactness

### 7.1 Compact spaces

§7.1.1 TOPOLOGICAL FORMULATION. In what follows, $(X, \mathscr{T})$ is a topological space. A cover of $X$ is a family (potentially infinite) of subsets $\left(A_{i}\right)_{i \in I}$ of $X$ such that $\bigcup_{i \in I} A_{i}=X$. It is called an open cover (resp. open cover) is all the $A_{i}$ 's are open (resp. closed). A subcover of a cover $\left(A_{i}\right)_{i \in I}$ is a family $\left(A_{j}\right)_{j \in J}$ for a $J \subset I$ such that we still have $\bigcup_{j \in J} A_{j}=X$.

Definition 7.1. We say that a topological space $(X, \mathscr{T})$ is compact if it Hausdorff and if all open covers of $X$ admit a finite subcover.

If $A \subset X$ is a subset, we say that it is compact if the topological subspace $\left(A, \mathscr{T}_{\mid A}\right)$ is compact. This is equivalent to the condition that every cover of $A$ by open sets of $X$ (i.e., such that $\bigcup_{i \in I} A_{i} \supset A$ ) admits a finite subcover.


Example 7.2. A discrete space is compact iff it is finite. Indeed, each singleton $\{x\}$ is open, hence the family $\{\{x\} \mid x \in X\}$ is an open cover of $X$. It admits a finite subcover iff $X$ finite.

Example 7.3. The interval $(0,1)$, for the Euclidean topology, is not compact. Indeed, the cover by the open sets $(0,1-1 / n)$, where $n \geq 1$, does not admit a finite subcover.

As a direct consequence of the definition, we get:
Proposition 7.4. Let $(X, \mathscr{T})$ be a compact topological space and $A \subset X$ a closed subset. Then $A$ is compact. Moreover, a finite union of compact subsets is compact.

Proposition 7.5. Let $(X, \mathscr{T})$ be a topological space and $A \subset X$ a compact. Then $A$ is closed .
Proof. Let us show that $X \backslash A$ is open. Consider $x \in X \backslash A$, and let us find an open neighborhood of $x$ in $X \backslash A$. For every $y \in A$, let $U_{y}$ and $V_{y}$ be two disjoint open sets such that $y \in U_{y}$ an $x \in V_{y}$, given by the Hausdorff separability. The family $\left(U_{y}\right)_{y \in A}$ is an open cover of $A$, hence, by compacity, we can extract a finite subcover $\left(U_{y_{1}}, \ldots, U_{y_{n}}\right)$. In other words, we have $A \subset$ $\bigcup_{1 \leq i \leq n} U_{y_{i}}$. Note that $\bigcap_{1 \leq i \leq n} V_{y_{i}}$ is an open subset of $X \backslash A$ that contains $x$, as wanted.
§7.1.2 SEQUENTIAL FORMULATION. This formulation only holds in metric spaces. If $(X, d)$ is a metric space, we say that it is complete if the topology induced by the metric is. We remind the reader that a sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \in X^{\mathbb{N}}$ admits an accumulation point $l \in X$ iff we can extract a subsequence $\left(x_{\phi(n)}\right)_{n \in \mathbb{N}}$, with $\phi: \mathbb{N} \rightarrow \mathbb{N}$ a strictly increasing map, such that $\left(x_{\phi(n)}\right)_{n \in \mathbb{N}}$ converges to $l$.

Theorem 7.6 (Bolzano-Weierstrass). Let $(X, d)$ be a metric space. It is compact iff any sequence admits an accumulation point.

In particular, a compact metric space is complete. This is a consequence of the fact that a Cauchy sequence admitting an accumulation point converges.


Proof. We first show the direct implication. Consider a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ of $X$. According to Example 6.17, the accumulation points of this sequence are

$$
A=\bigcap_{N \in \mathbb{N}} \overline{\left\{x_{n} \mid n \geq N\right\}}
$$

We shall show that this set is non-empty. We suppose that it is. Hence $X={ }^{c} A$ is covered by the open sets $\left(c \overline{\left\{x_{n} \mid n \geq N\right\}}\right)_{N \in \mathbb{N}}$. By compacity of $X$, we extract a finite subcover

$$
X=c \overline{\left\{x_{n} \mid n \geq N_{1}\right\}} \cup \cdots \cup^{c} \overline{\left\{x_{n} \mid n \geq N_{k}\right\}}
$$

If $N_{k}$ is the higher index, we deduce that $X={ }^{c} \overline{\left\{x_{n} \mid n \geq N_{k}\right\}}$, i.e., $\emptyset=\overline{\left\{x_{n} \mid n \geq N_{k}\right\}}$, which is clearly absurd.

In order to prove the converse, we need the following proposition.
Let $\varepsilon>0$. We say that a subset $A \subset X$ is $\varepsilon$-dense if for any $x \in X$, there exists $a \in A$ such that $d(x, a)<\varepsilon$.

Proposition 7.7. Let $(X, d)$ be a metric space. It is compact iff it is complete and for all $\varepsilon>0$ there exists a finite $\varepsilon$-dense subset.

As a consequence, a compact metric space is bounded, that is, there exists a $l>0$ such that $d(x, y) \leq l$ for all $x, y \in X$.

Corollary 7.8. The compact subsets of $\mathbb{R}$ are the non-empty closed bounded subsets.
Example 7.9. Let $(X, d)$ be a metric space and $\mathscr{P}_{\mathrm{c}}(X)$ the set of non-empty closed subsets of $X$, endowed with the Hausdorff distance $d_{\mathrm{H}}$ (as in \$5.2.2). It is a compact metric space.
Remark 7.10. For $X$, the property 'any sequence admits an accumulation point' is also called sequential compactness. The previous theorem states that a metric space is compact iff it is sequentially compact. This is not true in general for topological spaces. For instance the Stone-Čech compactification of $\mathbb{N}$ is compact but not sequentially compact, and the long line is sequentially compact but not compact.
Remark 7.11. A finite product of compact spaces is compact. This is still true for the product topology of an infinite collection of compact spaces, using the axiom of choice.

### 7.2 COMPACTNESS AND CONTINUITY

## §7.2.1 Extrema.

Proposition 7.12. Let $(X, \mathscr{T})$ be a compact topological space, $(Y, \mathscr{U})$ a Hausdorff space and $f: X \rightarrow Y$ a continuous map. Then $f(X) \subset Y$ is compact. Moreover, if $f$ is bijective, then it is a homeomorphism.
Proof. One shows that $f(X)$ is compact by pulling back to $X$ covers of $Y$. Now we suppose that $f$ is bijective. In order to show that $f$ is a homeomorphism, we have to show that $f^{-1}$ is continuous. It is enough to show that the image of closed sets of $Y$ are closed sets of $X$. Since $Y=f(Y)$ is compact, the closed sets $A$ of $Y$ are compact, hence their images are compact, by the first point of the proposition, hence closed.

If $(X, \mathscr{T})$ is a topological space and $f: X \rightarrow \mathbb{R}$ a map, we say that $f$ is bounded if $\sup f<$ $+\infty$, where $\sup f=\sup \{|f(x)| \mid x \in X\}$. We say that $f$ attains its extremum (resp. minimum) if there exists a $x \in X$ such that $f(x)=\sup f($ resp. $f(y)=\inf f)$. It attains its extrema if it attains both its maximum and minimum.

Corollary 7.13. Let $(X, \mathscr{T})$ be a compact topological space and $f: X \rightarrow \mathbb{R}$ a continuous map. Then $f$ is bounded and attains its extrema.

Proof. By the previous proposition, $f(X)$ is a compact subset of $\mathbb{R}$, hence is closed and bounded, by Corollary 7.8 .

Example 7.14. Let $(X, d)$ be a metric space and $K \subset X$ a compact subspace. Let $d_{K}: X \rightarrow$ $[0,+\infty)$ the distance to $K$, defined in $\S 5.2 .2$. For any $x \in X$, this distance is attained, in the sense that there exists a $y \in K$ such that $d_{H}(x)=d(x, y)$.


Corollary 7.15. If $(X,\|\cdot\|)$ is a finite dimensional normed vector space, then

- all the norms are equivalent,
- X is complete,
- the compact subsets of $X$ are the bounded and closed subsets.

Example 7.16. In the matrix space $M_{n}(\mathbb{R})$, the orthogonal group $O(n)=\left\{M \in M_{n}(\mathbb{R}) \mid O O^{\top}=\right.$ $I\}$ is a compact subset. Indeed, it is bounded, and closed since it is the preimage of $I$ by the map $M \mapsto O O^{\top}$.

Corollary 7.17 (Heine theorem). Let $(X, d)$ be a compact topological space, $\left(X^{\prime}, d^{\prime}\right)$ a metric space and $f: X \rightarrow X^{\prime}$ a continuous map. Then $f$ is equicontinuous, that is,

$$
\forall \varepsilon>0, \exists \eta>0, \forall x, y \in X, d(x, y)<\eta \Longrightarrow d(f(x), f(y))<\varepsilon
$$

§7.2.2 Proper maps. A map $f: X \rightarrow Y$ between Hausdorff spaces is said proper if the preimage of a closed set is a closed set.

Proposition 7.18. If $f$ is proper, then the preimage of a compact subset is compact.
Corollary 7.19. If $f: E \rightarrow F$ is a map between two normed vector spaces of finite dimension, then $f$ is proper iff for all sequence $\left(x_{n}\right)$ such that $\left\|x_{n}\right\| \rightarrow+\infty$, we have $\left\|f\left(x_{n}\right)\right\| \rightarrow+\infty$.

Proposition 7.20. A continuous, bijective and proper map between Hausdorff spaces is a homeomorphism.

### 7.3 LOCALLY COMPACT SPACES

## §7.3.1 DEFINITION.

Definition 7.21. We say that a topological space $(X, \mathscr{T})$ is locally compact if it Hausdorff and all its points admit a compact neighborhood.

As a consequence of Theorem $7.6, \mathbb{R}$ is locally compact. We also obtain the sequential characterization:

Proposition 7.22. A metric space is locally compact iff any bounded sequence admits an accumulation point.
§7.3.2 NORMED VECTOR SPACES. Let $(X,\|\cdot\|)$ be normed vector space.
Proposition 7.23. The space $(X,\|\cdot\|)$ is locally compact iff its unit closed ball is compact.
Proof. Only the reverse direction is not trivial. It the unit closed ball is compact, then it it the case for any closed ball. Using that any point admits a closed ball as a neighborhood, we obtain the result.

Theorem 7.24 (Riesz's lemma). A normed vector space is locally compact iff it has finite dimension.
§7.3.3 IN FUNCTION SPACES. A subset $A \subset X$ is said relatively compact is its adherence $\bar{A}$ is compact. According to the previous results, in a finite-dimensional vector space, the relatively compact subsets are the bounded subset. In infinite dimension, the situation is more complicated. The following theorem gives a characterization of relatively compact subsets in the space of continuous maps.

Let $(X, \mathscr{T})$ be a compact space and $\mathscr{C}^{0}(X)$ the set of continuous maps $X \rightarrow \mathbb{R}$, endowed with the sup norm $\|\cdot\|_{\infty}$. A subset $\mathscr{F} \subset \mathscr{C}^{0}(X)$ is said

- equicontinuous if $\forall x \in X, \forall \varepsilon>0, \exists U$ neighborhood of $x$ such that $\forall f \in \mathscr{F}, \forall y \in U$, $|f(y)-f(x)|<\varepsilon$,
- pointwise bounded if for all $x \in X, \sup \{f(x) \mid f \in \mathscr{F}\}<+\infty$.

Theorem 7.25 (Arzelà-Ascoli theorem). Let $(X, \mathscr{T})$ be a compact space. The compact subsets of the metric space $\left(\mathscr{C}^{0}(X),\|\cdot\|_{\infty}\right.$ are the equicontinuous and pointwise bounded families of functions.

## 8 DENSITY

### 8.1 Dense sets

## §8.1.1 DEFINITION.

Definition 8.1. In a topological space $(X, \mathscr{T})$, a subset $A \subset X$ is dense if its adherence $\bar{A}$ is equal to $X$.

If $A, B$ are subsets of $X$ such that $A \subset B$, we say that $A$ is dense in $B$ if it is when seeing $B$ as a topological space endowed with the subspace topology. Equivalently, this means that $\bar{A} \supset B$, where the adherence is taken with respect to the topology on $X$.


Example 8.2. The rational numbers $\mathbb{Q}$ are dense in $\mathbb{R}$.
Example 8.3. If a set $X$ is endowed with the discrete topology, the only dense subset is $X$.
Proposition 8.4. $A$ subset $A \subset X$ is dense if and only if it intersects every open subset.
Proof. Suppose that $A$ is not dense. This adherence $\bar{A}$ is closed, hence its complement $X \backslash \bar{A}$ is an open set, that does not intersect $A$.

Exercise 55 (Density on the circle). Let $a, b \in \mathbb{R}$. Show that $a \mathbb{Z}+b \mathbb{Z}$ is dense in $\mathbb{R}$ if and only if $a$ and $b$ are incommensurables (i.e., there is no $\alpha \in \mathbb{Q}$ such that $a=\alpha b$ or $b=\alpha a$ ).

Exercise 56 (Subgroups of $\mathbb{R}$ ). Show that a subgroup $H$ of $(\mathbb{R},+)$ is either dense or equal to $a \mathbb{Z}$ for some $a \geq 0$.
Hint: If it is not dense, define $a=\inf H \cap(0,+\infty)$.
§8.1.2 IN METRIC SPACES. If the topology on $X$ is given by a metric $d$, we have another formulation of density. Remind that the notion of $\varepsilon$-dense subset has been defined in $\$ 7.1 .2$.

Proposition 8.5. A subset $A$ is dense in $(X, d)$ is and only if it is $\varepsilon$-dense for all $\varepsilon>0$.
Proof. It is a direct consequence of Proposition 8.4, using the open sets $\mathscr{B}(x, \boldsymbol{\varepsilon})$.
We now give example of dense subsets in the spaces of $n \times n$ matrices $M_{n}(\mathbb{R})$ and $M_{n}(\mathbb{C})$. In what follows, $\chi_{A}$ will denote the characteristic polynomial of a matrix $A \in M_{n}(\mathbb{R})$ or $M_{n}(\mathbb{C})$. It is defined as $\chi_{A}(\lambda)=\operatorname{det}(A-\lambda I)$.

Proposition 8.6. The set of invertible matrices $G L_{n}(\mathbb{R})$ is dense in $M_{n}(\mathbb{R})$.
Proof. Remind that a matrix $A$ is invertible iff 0 is not an eigenvalue, and consequently, iff 0 is not a root of $\chi_{A}$. Now, for any matrix $A$, consider the matrix $A+\varepsilon I, \varepsilon \in \mathbb{R}$. Its eigenvalues are exactly the eigenvalues of $A$ plus $\varepsilon$. Hence, for any $\varepsilon>0$ small enough, 0 is not an eigenvalue of $A+\varepsilon I$, hence it is invertible. We conclude using Proposition 8.5 .

Proposition 8.7. The space of diagonalizable matrices is dense in $M_{n}(\mathbb{C})$.
Proof. In the same vein as the previous proposition, we will prove the statement by perturbing the triangularization of matrices. Let $A$ be any matrix of $M_{n}(\mathbb{C})$. We know, by Schur triangularization, that $A$ is conjugate to an upper triangular matrix. Its eigenvalues are read on the diagonal, but their multiplicity may not match de number of times they appear. Applying a small diagonal deformation to $A$, we can make all the diagonal terms different. This implies that it is diagonalizable.

Exercise 57. Show that the set of diagonalizable matrices is not dense in $M_{n}(\mathbb{R}), n \geq 2$.
Hint: In $M_{2}(\mathbb{R})$, using the continuity of the characteristic polynomial, show that $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ admits a neighborhood made of non-diagonalizable matrices.
§8.1.3 IN FUNCTION SPACES. Let $(X, d)$ be a compact metric space, and $\mathscr{C}(X, \mathbb{R})$ the set of continuous functions $f: X \rightarrow \mathbb{R}$, endowed with the sup norm. As we have seen in $\S 6.2 .3$, $\left(\mathscr{C}(X, \mathbb{R}),\|\cdot\|_{\infty}\right)$ is a complete metric space. However, it is not compact, nor locally compact (see Theorem 7.25).

For the next theorem, by separating subalgebra of $\mathscr{C}(X, \mathbb{R})$ we mean a subset $A$ that is stable by the algebra operations on the functions (addition and multiplication) and such that for every $x, y \in X$ such that $x \neq y$, there exists a $f \in A$ such that $f(x) \neq f(y)$. We omit the proof.

Theorem 8.8 (Stone-Weierstrass theorem). Let $(X, d)$ be compact and $A \subset \mathscr{C}(X, \mathbb{R})$ be a separating subalgebra containing a constant map. Then it is dense.

As a direct consequence, we obtain:
Corollary 8.9 (Weierstrass theorem). For any $I \subset \mathbb{R}$ compact, the polynomials are dense in $\mathscr{C}(I, \mathbb{R})$.

Let us give another formulation of density, valid in metric spaces. A subset $A \subset X$ is dense if any point $x$ of $X$ is either in $A$, or is an accumulation point of $A$, that is, there exists a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ such that $\lim x_{n}=x$. In some contexts, we do not only need a dense subset, but also an explicit way to approximate a point, that is, to write it as an accumulation point.

Example 8.10 (Berstein polynomials). In order to explicitly write a continuous function $f:[0,1] \rightarrow \mathbb{R}$ as a limit of polynomials, as stated in Corollary 8.9, we can use the approximation by Berstein polynomials.

Example 8.11 (Fourier series). We can also apply Stone-Weierstrass theorem to show that the trigonometric polynomials (polynomials in the variable $\theta \mapsto \exp (i \theta)$ ) are dense in $\mathscr{C}\left(\mathbb{S}^{1}, \mathbb{C}\right)$. Explicit approximations of continuous functions are obtained via their Fourier series. More precisely, uniform convergence is given by Fejér's theorem.

§8.1.4 DENSITY AND CONTINUOUS MAPS. A useful application of the notion of density is the following: if a continuous map is constant on a dense subset, then it is constant on the whole space.

Proposition 8.12. For all $A, B \in M_{n}(\mathbb{R})$, we have $\chi_{A B}=\chi_{B A}$.
Proof. According the the previous observation, it is enough to prove the result on a dense subset of $M_{n}(\mathbb{R})$. This will be $G L_{n}(\mathbb{R})$. If $A, B \in G L_{n}(\mathbb{R})$, we have that $A B$ and $B A$ are conjugate, indeed, $A^{-1}(A B) A=B A$. It is then direct to see that $\chi_{A B}=\chi_{B A}$.

Exercise 58 (Cayley-Hamilton theorem). For any $A \in M_{n}(\mathbb{C})$, show that $\chi_{A}(A)=0$.
Hint: Show it first for the diagonalizable matrices.
Exercise 59. Let $f:[0,1] \rightarrow \mathbb{R}$ be a continuous map such that $\int_{0}^{1} f(x) x^{n} \mathrm{~d} x=0$ for all $n \in \mathbb{N}$. Show that $f=0$.
Hint: Use the density of the polynomials in $C([0,1], \mathbb{R})$.

### 8.2 BAIRE SPACES

§8.2.1 BAIRE THEOREM. In a topologcal space, a finite intersection of open and dense subsets is dense (and open). in general, this is not the case for infinite intersections, as shown by the rational numbers $\mathbb{Q}$ for the subspace topology of $\mathbb{R}$.

Theorem 8.13 (Baire category theorem). In a complete metric space ( $X, d$ ), a countable intersection of open and dense subsets is dense. It is also true if $X$ is locally compact.

Proof. We shall only prove the result for $X$ complete. Let $\left(O_{i}\right)_{i \in \mathbb{N}}$ be a collection of dense and open sets, and $U \subset X$ an open set. By density of $O_{0}$, let $x_{0} \in X$ and $r_{0} \in[0,1)$ such that $\mathscr{B}\left(x_{0}, r_{0}\right) \subset O_{0} \cap U$. By recurrence, we build a sequence $\left(x_{i}\right)_{i \in \mathbb{N}}$ and $\left(r_{i}\right)_{i \in \mathbb{N}}$ such that $\mathscr{B}\left(x_{i}, r_{i}\right) \subset$ $\mathscr{B}\left(x_{i-1}, r_{i-1}\right) \cap U$ for all $n \geq 0$. We can choose the sequence of radii decreasing, so as to make $\left(x_{i}\right)_{i \in \mathbb{N}}$ a Cauchy sequence. Let $x$ be an accumulation point. We have that $x \in \bigcap_{i \geq 0} O_{i}$ by construction, and $x \in O$ since $x \in \mathscr{B}\left(x_{0}, r_{0}\right) \subset O$.

More generally, we define:
Definition 8.14. A topological space is a Baire space if every countable intersection of open and dense subsets is dense.

By Baire theorem, any complete metric space, or locally compact space, is a Baire space.
Example 8.15. An example of a non-complete Baire space is $\mathbb{R} \backslash \mathbb{Q}$. Indeed, if $\left(O_{n}\right)_{n \in \mathbb{N}}$ is a collection of open dense subsets of $\mathbb{R} \backslash \mathbb{Q}$, the denote by $O$ their intersection. By definition of the subspace topology, the collection $\left(O_{n} \cup \mathbb{Q}\right)_{n \in \mathbb{N}}$ is made of open and dense subsets of $\mathbb{R}$. Next, the collection $\left\{O_{n} \cup \mathbb{Q} \mid n \in \mathbb{N}\right\} \cup\{\mathbb{R} \backslash\{q\} \mid q \in \mathbb{Q}\}$ is a countable set of open dense subsets of $\mathbb{R}$, whose intersection is $O$. It is dense in $\mathbb{R}$ by Baire category theorem.
§8.2.2 MEAGRE AND COMEAGRE SETS. As a direct corollary of Baire theorem, we obtain:
Corollary 8.16. In a complete metric space, or locally compact space, a countable union of closed subsets with empty interior has empty interior.

A subset $A \subset X$ of a topological space is called meagre (Bourbaki's terminology) or first category set (Baire's terminology) if it is included in a countable union of closed subsets with empty interior. As set with empty interior will also called nowhere dense. The previous corollary then reads as follows: a meagre set is nowhere dense.

A subset is said comeagre if its complement is meagre. In other words, it contains a countable intersection of open dense sets. We can think of comeagre set as the equivalent of 'almost everywhere' in the context of Baire theory. However, a comeagre subset need not have nonzero Lebesgue measure, and a full Lebesgue measure subset need not be comeagre.

Proposition 8.17. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathscr{C}(\mathbb{R}, \mathbb{R})$ admitting a pointwise limit $f$. Then $f$ is continuous on a comeagre set.

Proof. Define

$$
F_{n, p, q}=\left\{x \in \mathbb{R} \mid\left\|f_{p}(x)-f_{q}(x) \leq 1 /(n+1)\right\|\right\} \quad \text { and } \quad F_{n, p}=\bigcap_{q=p}^{+\infty} F_{n, p, q} .
$$

For each $x$, the sequence $\left(f_{p}(x)\right)_{n \in \mathbb{N}}$ converges to $f(x)$ hence is a Cauchy sequence. We deduce that $\mathbb{R}=\bigcup_{p \in \mathbb{N}} F_{n, p}$. Let $A_{n}$ denote the union of the interiors of the $F_{n, p}, p \in \mathbb{N}$. It is open. Let us show that it is a dense subset of $\mathbb{R}$. Let $U \subset \mathbb{R}$ be and open subset. Note that $U$ is a Baire space. By writing $U=\cup_{p \in \mathbb{N}} F_{n, p} \cap U$, we can apply Corollary 8.16 to get that the interior of $F_{n, p} \cap U$ must be nonempty for some $p \in \mathbb{N}$. Since $U$ is open, we get that $U \subset F_{n, p}$.

Let us consider the comeagre set $A=\bigcap_{n \in \mathbb{N}} A_{n}$. Let us show that $f$ is continuous on $A$. Note that, for every $y \in F_{n, p}$, we have $\left\|f_{p}(y)-f(y)\right\| \leq 1 /(n+1)$. Let $x_{0} \in A, n \in \mathbb{N}$, and $p$
such that $x_{0}$ belongs to the interior of $F_{n, p}$. For $x$ close enough to $x_{0}$, we have $x \in F_{n, p}$, and $\left\|f_{p}(x)-f_{p}\left(x_{0}\right)\right\| \leq 1 /(n+1)$ by continuity. We use the triangular inequality:

$$
\left\|f(x)-f\left(x_{0}\right)\right\| \leq\left\|f(x)-f_{p}(x)\right\|+\left\|f_{p}(x)-f_{p}\left(x_{0}\right)\right\|+\left\|f_{p}\left(x_{0}\right)-f\left(x_{0}\right)\right\| \leq 3 /(n+1)
$$

We deduce that $f$ is continuous at $x_{0}$.
Corollary 8.18. The derivative of a differentiable map $f: \mathbb{R} \rightarrow \mathbb{R}$ is continuous on a comeagre set.

Proof. We apply the previous proposition on the sequence $f_{n}: x \mapsto n(f(x+1 / n)-f(x))$.
Similar applications of the corollary of Baire theorem include:

- There exists a continuous nowhere differentiable map from $\mathbb{R}$ to $\mathbb{R}$.
- There exists a continuous map from $\mathbb{S}^{1}$ to $\mathbb{C}$ such that its Fourier series diverges at 0 .
§8.2.3 Algebraic bases in Banach spaces. Let $V$ be any vector space. Using axiom of choice, one proves that it admits a basis, that is, a subset $B \subset V$ such that any element $x \in V$ can be written uniquely as a linear combination of elements in $B$. We denote $\operatorname{span}(B)=V$. Note that, by linear combination, we mean linear combination of a finite number of elements. The cardinal of such a basis is called the dimension of $V$. This notion is sometimes called algebraic basis, to distinguish it from a Hilbert basis. A Hilbert basis, that is only defined in Hilbert spaces, satisfies the weaker condition that $\operatorname{span}(B)=V$.

We remind the reader that Banach spaces have been defined in $\wp 6.2 .3$.
Proposition 8.19. A Banach space has dimension either finite or uncountable.
Proof. By contradiction, suppose that it has countable dimension. Let $B=\left(e_{n}\right)_{n \in \mathbb{N}}$ denote a basis. The linear subspace $L_{n}=\operatorname{span}\left(e_{1}, \ldots, e_{n}\right)$ is meagre. By Corollary 8.16, their union is nowhere dense. In particular, it cannot be equal to the whole space.

Consequently, the space of polynomials $\mathbb{R}[X]$ is not complete, and the spaces of $p$-integrable $\operatorname{maps} L^{p}(\mathbb{R})$ have uncountable dimension.

## 9 FUNCTIONAL TOPOLOGY

### 9.1 TOPOLOGIES ON FUNCTION SPACES

§9.1.1 UNIFORM CONVERGENCE. Let $(X, \mathscr{T})$ and $(Y, \mathscr{U})$ be two topological spaces. The set of maps from $X$ to $Y$ will be denoted $\mathscr{F}(X, Y)$. From a set-theoretic point of view, it can be seen as $Y^{X}$, the $X$-fold product of $Y$. We will also denote by $\mathscr{C}(X, Y)$ the set of continuous functions.

In what follow, we will suppose that $Y$ is a metric space: its topology $\mathscr{T}$ is induced by a metric $d$. For any $f, g \in \mathscr{C}(X, Y)$, we define the quantity

$$
\begin{equation*}
d_{\infty}(f, g)=\min \{1, \sup \{d(f(x), g(x)) \mid x \in X\}\} \tag{I.4}
\end{equation*}
$$

It is metric on $\mathscr{F}(X, Y)$, hence also on $\mathscr{C}(X, Y)$. It induces a topology called the topology of uniform convergence. When a sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ of $\mathscr{F}(X, Y)$ converges to a map $f$ with respect to this topology, we say that it converges uniformly to $f$.

When $X$ is compact, the supremum of Equation (I.4) is finite, and we can also consider the metric

$$
d_{\infty}(f, g)=\sup \{d(f(x), g(x)) \mid x \in X\}
$$

They are not equivalent, but induce the same topology (see Remark 9.13).


If $Y$ is complete, then the metric space $\left(\mathscr{C}(X, Y), d_{\infty}\right)$ is complete. Consequently, $\mathscr{C}(X, Y)$ is a closed subset of $\mathscr{F}(X, Y)$. This last statement is true in general, even when $Y$ is not complete.

Proposition 9.1. Let $X$ be a topological space, $Y$ a metric space, and let $\mathscr{F}(X, Y)$ be endowed with the metric $d_{\infty}$. The subset $\mathscr{C}(X, Y) \subset \mathscr{F}(X, Y)$ is closed. In other words, a uniform limit of continuous maps is continuous.

Besides, we have seen in Theorem 7.25 conditions under which subsets are compact, and in Theorem 8.8 conditions under which subsets are dense.
§9.1.2 Pointwise convergence. We come back to the idea of product topology, discussed in 1.3.2. Consider the set of maps $\mathscr{F}(X, Y)$. We can define on it two topologies:

- the box topology, generated by the $\prod_{x \in X} O_{x}$ where the $\left(O_{x}\right)_{x \in X}$ are open sets of $Y$
- the product topology, generated by the $\prod_{x \in X} O_{x}$ where the $\left(O_{x}\right)_{x \in X}$ are open sets of $Y$ such that only finitely many of them are not equal to $Y$.

Note that, written differently, the notation $\prod_{x \in X} O_{x}$ represents the set

$$
\left\{f \in \mathscr{F}(X, Y) \mid \forall x \in X, f(x) \in O_{x}\right\}
$$



The box topology is finer than the product topology, and is often too fine in practice, as illustrated by the following proposition.

Proposition 9.2. Suppose that $Y$ is a Hausdorff space. Let $\left(f_{n}\right)$ be a sequence of $\mathscr{F}(X, Y)$ and $f \in \mathscr{F}(X, Y)$.

- $\left(f_{n}\right)$ converges to $f$ for the product topology iff $f_{n}(x)$ converges to $f(x)$ for all $x \in X$
- $\left(f_{n}\right)$ converges to $f$ for the box topology iff $f_{n}(x)$ converges to $f(x)$ for all $x \in X$ and if there is a finite subset $S \subset X$ and $N \in \mathbb{N}$ such that $f_{n}(x)=f(x)$ for $x \in S$ and $n \geq N$.

Proof. We will apply the definition of convergence stated in Equation I.3).
First point: Suppose that $\lim f_{n}=f$ in the product topology. For $x_{0} \in X$, denote $l=f\left(x_{0}\right)$, and choose any neighbor $V \subset Y$ of $l$. By considering the open set $\prod_{x \in X} O_{x}$ where $O_{x}=V$ if $x=x_{0}$ and $Y$ otherwise, we get that $f_{n}\left(x_{0}\right)$ tends to $f\left(x_{0}\right)$. The converse is proven the same way.
Second point: Similarly, suppose that $\lim f_{n}=f$ in the box topology. We shall only prove the result in the simpler case of $X=\mathbb{N}$ and $Y=\mathbb{R}$, which already contains the idea of the proof. By contradiction, we suppose that for infinitely many values $x \in \mathbb{N},\left\{n \in \mathbb{N} \mid f_{n}(x) \neq\right.$ $f(x)\}$ is infinite. Let these values be sorted in increasing order $x_{0}, x_{1}, \ldots$. Let $n_{0}$ be such that $f_{n_{0}}\left(x_{0}\right) \neq f\left(x_{0}\right)$, and denote $\varepsilon_{0}=\left(f_{n_{0}}\left(x_{0}\right)-f\left(x_{0}\right)\right) / 2$. Recursively, we define $n_{i+1}$ such that $n_{i+1}>n_{i}, f_{n_{i+1}}\left(x_{i+1}\right) \neq f\left(x_{i+1}\right)$ and we denote $\varepsilon_{i+1}=\left(f_{n_{i+1}}\left(x_{i+1}\right)-f\left(x_{i+1}\right)\right) / 2$. Define the set $O=\prod_{x \in X} O_{x}$ where $O_{x}=\left(f\left(x_{i}\right)-\varepsilon_{i}, f\left(x_{i}\right)+\varepsilon_{i}\right)$ if $x=x_{i}$ for some $i \in \mathbb{N}$, or $O_{x}=X$ otherwise. It is an open set of the box topology, but we see, by a diagonal argument, that we do not have $f_{n} \in O$ for any $n \in \mathbb{N}$.

We often prefer the product topology, called in this context the topology of pointwise convergence. Using the axiom of choice, one shows the following important result.

Theorem 9.3 (Tychonoff's theorem). The product of any collection of compact topological spaces is compact with respect to the product topology.

Example 9.4. The space of sequences $[0,1]^{\mathbb{N}}$ (resp. of functions $[0,1]^{\mathbb{R}}$ ) is compact for the product topology. That is, to any sequence of sequences (resp. of functions $\mathbb{R} \mapsto[0,1]$ ), we can extract a pointwise converging subsequence.

Example 9.5 (Hilbert's cube). The Hilbert cube is a set defined as $\mathscr{C}=\prod_{n \in \mathbb{N}}[0,1 /(n+1)]$. Equivalently, it can be seen as the set of sequences

$$
\left\{\left(x_{n}\right) \in \mathbb{R}^{\mathbb{N}} \mid \forall n \in \mathbb{N}, 0 \leq x_{n} \leq 1 /(n+1)\right\}
$$

Let $\mathscr{T}_{1}$ be the product topology (pointwise convergence), and $\mathscr{T}_{2}$ the topology induced by the sup norm.

1. Show that $\mathscr{T}_{1}=\mathscr{T}_{2}$.
2. Show that the result is false if we consider $\mathscr{C}=\prod_{n \in \mathbb{N}}[0,1]$ instead.
§9.1.3 LINK BETWEEN UNIFORM AND POINTWISE CONVERGENCE. If a sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ of $\mathscr{C}(X, Y)$ converges uniformly to a continuous map $f$, then we have $\lim f_{n}(x)=f(x)$ for all $x \in X$. That is, uniform convergence implies pointwise convergence. The converse is false, as shown by the two followings examples.

Example 9.6. Consider the maps $f_{n} \in \mathscr{C}([0,1], \mathbb{R})$ defined as $f_{n}(0)=0, f_{n}(1 / n)=1, f_{n}(1)=1$, and with linear interpolation between these values. They converge pointwise to the zero map, but the convergence is not uniform, since $d_{\infty}\left(f_{n}, 0\right)=1$ for all $n \in \mathbb{N}$.

Example 9.7. Consider the maps $f_{n}: x \mapsto x^{n}$ in $\mathscr{C}([0,1], \mathbb{R})$. They converge pointwise, but not uniformly. Indeed, the pointwise limit is not continuous, which would contradict Proposition 9.1 .

However, we have a partial converse between uniform and pointwise convergence:
Theorem 9.8 (Dini's theorem). Suppose that $X$ is compact. If a sequence of maps $\left(f_{n}\right)_{n \in \mathbb{N}}$ of $\mathscr{C}(X, \mathbb{R})$ is monotone converges pointwise to a continuous map $f$, then the convergence is uniform.

Proof. We suppose that $f_{n} \leq f_{n+1}$ for all $n \in \mathbb{N}$. Let $g_{n}=f-f_{n}$. Let $\varepsilon>0$ and denote $F_{n}=$ $\left\{x \in X \mid g_{n}(x) \geq \varepsilon\right\}$. The $F_{n}$ form a decreasing sequence of closed set, and $\bigcap_{n \geq 0} F_{n}=\emptyset$ since $g_{n}$ converges pointwise to 0 . Since $X$ is compact, we deduce that $F_{n}=\emptyset$ for $n$ large enough (their complementary form an open cover).
§9.1.4 Compact-open topology. On the space of functions $\mathscr{F}(X, Y)$ and $\mathscr{C}(X, Y)$, the pointwise convergence may be too weak, and the uniform convergence too strong, in particular if $X$ is not compact.

Example 9.9. In $\mathscr{C}(\mathbb{R}, \mathbb{R})$ endowed with the uniform convergence (Equation (I.4)), if a sequence of polynomials admits a limit, then the limit must be a polynomial. As a consequence, nonpolynomial power series do not converge in the uniform topology.

In order to circumvent this issue, one may use the following topology.
Definition 9.10. The compact-open topology on $\mathscr{F}(X, Y)$ is defined as the topology generated by the sets $O(K, U)$ for all compacts $K \subset X$ and open sets $U \subset Y$, where

$$
O(K, U)=\{f: X \rightarrow Y \mid f(K) \subset U\} .
$$

If $Y$ is a metric space, then we have the following characterization of convergence for the compact-open topology. It is also called the compact convergence.

Proposition 9.11. Suppose that the topology on $Y$ is induced by a metric. A sequence of functions $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges to $f$ in $\mathscr{F}(X, Y)$ iff for any compact $K \subset X$, the restrictions $\left(f_{n \mid K}\right)_{n \in \mathbb{N}}$ converge uniformly to $f_{\mid K}$.

When $Y$ is a metric space, we have

$$
\mathscr{T}_{\text {pointwise convergence }} \subset \mathscr{T}_{\text {compact-open }} \subset \mathscr{T}_{\text {uniform convergence }} \subset \mathscr{T}_{\text {box topology }} .
$$

As a corollary of Proposition 9.11, we also have:
Proposition 9.12. When $X$ is compact, we have $\mathscr{T}_{\text {compact-open }} \subset \mathscr{T}_{\text {uniform convergence }}$
Remark 9.13. We remind the reader that it is not true that two topologies are equal iff they admit the same converging sequences. However, when the topologies come from metrics, the result is true (see Remark 6.12). Consequently, Proposition 9.12, in the particular case where $X$ is a compact subset of $\mathbb{R}^{n}$, can be seen as a consequence of Proposition 9.11 and the following proposition.

Proposition 9.14. If $X \subset \mathbb{R}^{n}$ is a compact and $Y$ is a metric space, then the compact-open topology on $\mathscr{F}(X, Y)$ is metrizable, that is, there exists a metric on $\mathscr{F}(X, Y)$ that induces this topology.

### 9.2 Hilbert spaces

§9.2.1 DEFINITIONS. Let $V$ be a $\mathbb{R}$-vector space. We remind that an inner product on $V$ is a map $\langle\cdot, \cdot\rangle: V \times V \rightarrow \mathbb{R}$ such that
(bilinearity) $\forall x, y, z \in V, \forall \lambda \in \mathbb{R},\langle x+\lambda y, z\rangle=\langle x, z\rangle+\lambda\langle y, z\rangle$ and $\langle x, y+\lambda z\rangle=\langle x, y\rangle+\lambda\langle x, z\rangle$,
(symmetry) $\forall x, y \in V,\langle x, y\rangle=\langle y, x\rangle$,
(positive-definiteness) $\forall x \in V,\langle x, x\rangle \geq 0$, with equality iff $x=0$.
When endowed with an inner product, $V$ is called an inner product space. In this case, we say that two vector $u, v \in V$ are orthogonal, and we denote $u \perp v$, if $\langle u, v\rangle=0$.
Proposition 9.15 (Cauchy-Schwarz inequality). For all $u, v \in V$, we have $|\langle u, v\rangle| \leq$ $\sqrt{\langle u, u\rangle} \sqrt{\langle v, v\rangle}$.
Proof. Let us suppose that $\langle u, v\rangle \neq 0$. Consider the map $P: \lambda \in \mathbb{R} \mapsto\langle u+\lambda v, u+\lambda v\rangle$. By bilinearity and symmetry, we can expand the expression as

$$
P(\lambda)=\langle u, u\rangle+\lambda^{2}\langle v, v\rangle+2 \lambda\langle u, v\rangle .
$$

The discriminant of this polynomial is

$$
4\langle u, v\rangle^{2}-4\langle u, u\rangle\langle v, v\rangle
$$

Moreover, $P$ is a non-negative polynomial. Therefore, its discriminant is non-positive, proving the result.

As a consequence, one shows that the map $\|\cdot\|: V \rightarrow \mathbb{R}$ defined as $\|x\|=\sqrt{\langle x, x\rangle}$ is a norm on the vector space $V$. In particular, it satisfies the triangle inequality $\|x+y\| \leq\|x\|+\|y\|$. Therefore, an inner product space has a natural metric, hence topology. Here are a few properties satisfied by this norm. For all $u, v, w \in V$,

- Parallelogram law: $\quad\|u+v\|^{2}+\|u-v\|^{2}=2\|u\|^{2}+2\|v\|^{2}$,
- Polarization identity: $\|u+v\|^{2}=\|u\|^{2}+\|v\|^{2}+2\langle u, v\rangle$
- Pythagorean theorem: if $u \perp v$ then $\|u+v\|^{2}=\|u\|^{2}+\|v\|^{2}$
- Ptolemy's inequality: $\|u-v\|\|w\|+\|v-w\|\|u\| \geq\|u-w\|\|v\|$.

Definition 9.16. An inner product space $(H,\langle\cdot, \cdot\rangle)$ is a Hilbert space if the topology induced by the inner product is complete.

Example 9.17. The norm $\|\cdot\|_{2}$ on $\mathbb{R}^{n}$ (see Example 5.10 is induced by the usual inner product

$$
\langle x, y\rangle=\sum_{i=1}^{n} x_{i} y_{i}
$$

Hence it is an Hilbert space.
Example 9.18. The spaces $\ell^{2}$ and $\mathscr{L}^{2}(\mathbb{R})$ (see Examples 5.11 and 5.12 ) are Hilbert spaces, and their norms come from the inner products

$$
\left\langle\left(x_{n}\right)_{n \in \mathbb{N}},\left(y_{n}\right)_{n \in \mathbb{N}}\right\rangle=\sum_{i=0}^{+\infty} x_{i} y_{i} \quad \text { and } \quad\langle f, g\rangle=\int_{-\infty}^{+\infty} f(x) g(x) \mathrm{d} x .
$$

The spaces $\ell^{p}$ and $\mathscr{L}^{p}(\mathbb{R})$ for $\left.p \in(1,+\infty)\right] \backslash\{0\}$ are not inner product spaces. Indeed, one shows that the $p$-norm do not satisfy the parallelogram law.

## §9.2.2 PROJECTION ON CLOSED CONVEX SUBSETS.

Theorem 9.19 (Projection on closed convex set). Let $H$ be a Hilbert space, and $C \subset H$ a closed and convex subset. For all $x \in H$, there exists a unique $y=p_{C}(x)$ such that

$$
\|x-y\|=\min _{z \in C}\|x-z\| .
$$

Moreover, the map $p_{C}: H \rightarrow C$ is continuous and 1-Lipschitz. Last, if $C$ is a closed linear subspace, then $p_{C}$ is linear, and $y=p_{C}(x)$ is the unique element of $C$ such that $\langle x-y, z-y\rangle \geq 0$ for all $z \in C$.


We now give an important consequence of this result. If $E \subset H$ is a linear subspace, we define its orthogonal as

$$
E^{\perp}=\{x \in H \mid \forall y \in E, x \perp y\} .
$$

Moreover, we say that two linear subspaces $E, F$ are in direct sum if $E \cap F=\{0\}$ and $E+F=H$. In this case, $F$ is called a complement of $E$.

Corollary 9.20. If $E \subset H$ is a closed linear subspace, then $E^{\perp}$ is a closed linear subspace, and is a complement of $E$. It is called its orthogonal complement.

Proof. We have $E \cap E^{\perp}=\{0\}$ by positive-definiteness of the inner product. Moreover, we get $E+E^{\perp}=H$ by decomposing any element $x \in H$ as $x=p_{C}(x)+\left(x-p_{C}(x)\right)$. Last, $E^{\perp}$ is closed since it is the preimage of 0 by the continuous linear map $p_{C}$.

Corollary 9.21. If $E \subset H$ is any linear subspace, then $E$ is dense iff $E^{\perp}=\{0\}$.
Proof. By continuity of the inner product, any linear subspace satisfy $E^{\perp}=\bar{E}^{\perp}$. We conclude using the previous corollary.

Exercise 60. Let $E \subset H$ be a linear subspace of a Hilbert space. Show that $\left(E^{\perp}\right)^{\perp}=E$ iff $E$ is closed.

Remark 9.22. The fact that any closed linear subspace admits a closed complement is a property satisfied only by Hilbert spaces, that is, it is false in a Banach space whose topology does not come from an inner product.

## §9.2.3 Hilbert bases.

Definition 9.23. A sequence $\left(e_{n}\right)_{n \in \mathbb{N}}$ of a Hilbert space $(H,\langle\cdot, \cdot\rangle)$ is a Hilbert basis (also called orthognonal basis) if
(normalization) $\forall n \in \mathbb{N},\left\|e_{n}\right\|=1$,
(orthogonality) $\forall m, n \in \mathbb{N}$ such that $m \neq n, e_{m} \perp e_{n}$,
(completeness) the span of $\left(e_{n}\right)_{n \in \mathbb{N}}$ is dense in $H$.

We remind that, as explained in $\S 8.2 .3$, the span of an infinite family is the set of linear combination of a finite number of elements. By Gram Schmidt orthonormalization process, we have:

Proposition 9.24. If $H$ admits a countable family $\left(x_{n}\right)_{n \in \mathbb{N}}$ such that its span is dense, then $H$ admits a Hilbert basis.

Hilbert basis allows to work with infinite dimensional using the tools of finite dimensional ones. For instance, we have:

Proposition 9.25 (Parseval's identity). Let H be a Hilbert space and $\left(e_{n}\right)_{n \in \mathbb{N}}$ a Hilbert basis. Let $u \in H$, and for all $n \in \mathbb{N}$, define $u_{n}$ as the projection of $u$ on the line spanned by $e_{n}$ (it is a closed linear subspace). Then the series $\sum_{n=0}^{\infty}\left\|u_{n}\right\|^{2}$ and $\sum_{n=0}^{\infty} u_{n}$ are convergent, and we have

$$
\sum_{n=0}^{\infty} u_{n}=u \quad \text { and } \quad \sum_{n=0}^{\infty}\left\|u_{n}\right\|^{2}=\|u\|^{2}
$$

Example 9.26 (Fourier series). Let $\mathscr{L}^{2}\left(\mathbb{S}^{1}, \mathbb{C}\right)$ be the space of functions from $\mathbb{S}^{1}$ to $\mathbb{C}$, endowed with the inner product $\langle f, g\rangle=\int_{\mathbb{S}^{1}} f(x) g(x) \mathrm{d} x$. It is a Hilbert space, and a Hilbert basis is given by the $e_{n}: x \mapsto \exp (\operatorname{inx}), n \in \mathbb{N}$. Given a map $f \in \mathscr{L}^{2}\left(\mathbb{S}^{1}, \mathbb{C}\right)$, its projection on the line spanned by $e_{n}$ is equal to $c_{n}(f) e_{n}$, where $c_{n}(f)$ is the $n^{\text {th }}$ Fourier coefficient

$$
c_{n}(f)=\int_{\mathbb{S}^{1}} f(x) \exp (-i n x) \mathrm{d} x
$$

Example 9.27 (Orthogonal polynomials). Let $\rho: \mathbb{R} \rightarrow[0,+\infty)$ be a measurable map such that $\int_{\mathbb{R}}\left|x^{n}\right| \rho(x) \mathrm{d} x<+\infty$ for all $n \in \mathbb{N}$. It is called a weight function. We define the Hilbert space
$\mathscr{L}^{2}(\mathbb{R}, \rho)=\left\{f: \mathbb{R} \mapsto \mathbb{R}\right.$ measurable $\left.\left.\left|\int_{\mathbb{R}}\right| f(x)\right|^{2} \rho(x) \mathrm{d} x<+\infty\right\} \quad$ and $\quad\langle f, g\rangle=\int_{\mathbb{R}} f(x) g(x) \rho(x) \mathrm{d} x$.
One shows that there exists a unique family of unitary polynomials $\left(P_{n}\right)_{n \in \mathbb{N}}$ pairwise orthogonal such that $\operatorname{deg}\left(P_{n}\right)=n$. Moreover, if there exists a $\alpha>0$ such that $\int_{\mathbb{R}} \exp (\alpha x) \rho(x) \mathrm{d} x<+\infty$, then $\left(P_{n}\right)_{n \in \mathbb{N}}$ is a Hilbert basis. This basis depends on the choice of the weight function. For instance, with $\rho(x)=\exp \left(-x^{2}\right)$, we obtain the Hermite polynomials.

## Chapter II

## Combinatorial topology

## 10 SIMPLICIAL TOPOLOGY

In this section, we define the simplicial complexes and their topology, based on [16, Sections $1,2]$. We will restrict our definitions to finite simplicial complexes.

### 10.1 SIMPLICIAL COMPLEXES

§10.1.1 GEOMETRIC SIMPLICIAL COMPLEXES. Consider a set $\sigma=\left\{v_{0}, \ldots, v_{p}\right\}$ of $p+1$ affinely independent points of $\mathbb{R}^{n}$, with $p \geq 0$. We define the $p$-simplex spanned by $v_{0}, \ldots, v_{p}$ as their convex hull:

$$
\operatorname{conv}(\sigma)=\left\{x \in \mathbb{R}^{n} \mid \exists \lambda_{0}, \ldots, \lambda_{p} \geq 0, \sum_{0 \leq i \leq p} \lambda_{i}=1, x=\sum_{0 \leq i \leq p} \lambda_{i} v_{i}\right\}
$$

In this last sum, the numbers $\lambda_{i}$ are uniquely defined by $x$ and are called the barycentric coordinates of $x$ in $\sigma$. The dimension of $\sigma$ is defined as $\operatorname{dim}(\sigma)=p$. A face of $\sigma$ is a simplex spanned by a subset of its vertices.

We also define the standard p-simplex $\Delta^{p}$ as the simplex spanned by the canonical basis vectors $e_{1}, \ldots, e_{p+1}$ of $\mathbb{R}^{p+1}$.

$\Delta_{0}$

$\Delta_{1}$

$\Delta_{2}$

Definition 10.1. A geometric simplicial complex $K$ in $\mathbb{R}^{n}$ is a collection of simplices in $\mathbb{R}^{n}$ such that

- every face of a simplex of $K$ is in $K$,
- the intersection of any two simplices is a face of each of them.

Among the two following subsets of $\mathbb{R}^{2}$, only the first one forms a geometric simplicial complex.


Let $K$ be a geometric simplicial complex, and define $|K|$ as the subset of $\mathbb{R}^{n}$ consisting of the union of the simplices of $K$. It is called the underlying space or the geometric realization of $K$. It is given the subspace topology inherited by $\mathbb{R}^{n}$. Equivalently, it can be described as the gluing topology: a subset $A \subset|K|$ is closed if and only if its intersection $A \cap \sigma$ with any simplex $\sigma \in K$ is closed.

According to this construction, each simplex $\sigma \in K$ is a subset of $|K|$. We will write $\sigma$ to denote a simplex seen as an element of the simplicial complex $K$, and $|\sigma|$ to denote its interior, seen as a subset of $|K| \subset \mathbb{R}^{n}$. We consider that the interior of a 0 -simplex $\sigma=\{v\}$ is equal to $\sigma$ itself. Note that the set $\{|\sigma| \mid \sigma \in K\}$ is a partition of $|K|$.
§10.1.2 Abstract Simplicial complexes. Let $V$ be a finite set, called the set of vertices.

Definition 10.2. An abstract simplicial complex on $V$ is a set $K$ of finite and non-empty subsets of $V$, and such that $K$ satisfies the following condition: for every $\sigma \in K$ and every non-empty subset $v \subseteq \sigma, v$ is in $K$.

The elements of $K$ are called simplices of the simplicial complex $K$. For every simplex $\sigma \in K$, we define its dimension as $\operatorname{dim}(\sigma)=\operatorname{card}(\sigma)-1$ (cardinality of $\sigma$ minus 1 ). The dimension of $K$, denoted $\operatorname{dim}(K)$, is the maximal dimension of its simplices.

By convention, when talking about simplices, we write them with square brackets instead of curly brackets. For instance, the simplex $\{0,1\}$ will be denoted $[0,1]$. If $\sigma \in K$ is a simplex, its non-empty subsets $\tau \subset \sigma$ are called faces of $\sigma$, and $\sigma$ is called a coface of $\tau$. For instance, $[0,1]$ is a face of $[0,1,2]$, and $[0,1,2]$ is a coface of $[0,1]$.

Example 10.3. Let $V=\{0,1,2\}$ and

$$
K=\{[0],[1],[2],[0,1],[1,2],[2,0]\} .
$$

This is an abstract simplicial complex of dimension 1.
Example 10.4. Let $V=\{0,1,2\}$ and

$$
K=\{[0],[1],[2],[0,1],[1,2],[0,1,2]\} .
$$

This is not an abstract simplicial complex. Indeed, the simplex $[0,1,2]$ admits a face $[2,0]$ that is not included in $V$.

Example 10.5. Let $V=\{0,1,2,3\}$ and

$$
K=\{[0],[1],[2],[3],[0,1],[1,2],[2,3],[3,0],[0,2],[1,3],[0,1,2],[0,1,3],[0,2,3],[1,2,3]\}
$$

It is an abstract simplicial complex of dimension 2.
Example 10.6. Let $V=\{0,1,2,3\}$ and

$$
\begin{aligned}
K=\{[0],[1], & {[2],[3],[0,1],[1,2],[2,3],[3,0] } \\
& {[0,1,2],[0,1,3],[0,2,3],[1,2,3],[0,1,2,3]\} }
\end{aligned}
$$

It is an abstract simplicial complex of dimension 3.
At the moment, an abstract simplicial complex has no topology. It is a purely combinatorial object. However, in order to represent it, we can draw it as follows: put the points $V$ in the plane or the space, and for each simplex of $K$, fill the convex hull of its vertices. For instance, the simplicial complexes of Examples 10.3 and 10.5 look:


Remark 10.7. When drawing a simplicial complex, the simplices must not cross each other. However, it is not always possible to draw a simplicial complex in the plane (or space) this way. As an example, the bipartite graph $K_{3,3}$ is a simplicial complex of dimension 1 (a graph) that cannot be drawn in the plane without crossing itself.
§10.1.3 EQUIVALENCE OF THE DEFINITIONS. Clearly, to any geometric simplicial complex $K^{\prime}$ in $\mathbb{R}^{n}$ is associated an abstract simplicial complex $K$, where the vertex set $V$ of $K$ is the set of vertices of the simplices of $K^{\prime}$, and the simplices of $K$ are the subsets of $V$ that span simplices of $K^{\prime}$. We shall refer to $K$ as the underlying abstract simplicial complex of $K^{\prime}$.

Conversely, if $K$ is an abstract simplicial complex, we call a geometric realization of $K$ a geometric simplicial complex $K^{\prime}$ whose underlying abstract simplicial complex is $K$. When $K$ is finite, a geometric realization always exists, as shown by the following proposition.

Proposition 10.8. Let $K$ be an abstract simplicial complex, with vertex $V=\llbracket 1, \ldots, n \rrbracket$. Let $\left(e_{0}, \ldots, e_{n}\right)$ denote the canonical basis of $\mathbb{R}^{n+1}$, and let $|K|$ be the subset of $\mathbb{R}^{n+1}$ defined as:

$$
|K|=\bigcup_{\sigma \in K} \operatorname{conv}\left(\left\{e_{j} \mid j \in \sigma\right\}\right)
$$

It is a geometric simplicial complex, whose underlying abstract simplicial complex is $K$.
Proof. We have to prove that the geometric realization $|\sigma|,|\tau|$ of two simplices $\sigma, \tau \in K$ only intersect forming faces. This is a consequence of the fact that the canonical basis is made of affinely independent points, hence two points $\sum_{i \in \sigma} \lambda_{i} e_{i}$ and $\sum_{i \in \tau} \lambda_{i}^{\prime} e_{i}$ are equal if and only if $\lambda_{i}=\lambda_{i}^{\prime}$ for all $i \in \sigma \cap \tau$, and are zero otherwise.

Endowed with the subspace topology, $\left(|K|, \mathscr{T}_{||K|}\right)$ is a topological space, that we call the topological realization of $K$. In what follows, we shall say simplicial complex to denote either a geometric or an abstract simplicial complex, depending on the context.

Remark 10.9. There exists another definition of topological realization, via quotient topology (see §1.3.3). Moreover, if a simplicial complex can be drawn in the plane (or space) without crossing itself, then its topological realization simply is the subspace topology. For instance, this is the case for the following embedding of $K=$ $\{[0],[1],[2],[3],[0,1],[1,2],[2,0],[1,3],[2,3],[0,1,2]\}$.


## §10.1.4 Triangulations.

Definition 10.10. Let $(X, \mathscr{T})$ be a topological space. A triangulation of $X$ is an abstract simplicial complex $K$ such that its topological realization $\left(|K|, \mathscr{T}_{||K|}\right)$ is homeomorphic to $(X, \mathscr{T})$.

Example 10.11. The simplicial complex of Example 10.3 is a triangulation of the circle, and the simplicial complex of Example 10.5 is a triangulation of the sphere. More generally, for any $n \geq 1$, the simplicial complex

$$
K=\mathscr{P}(\{0, \ldots, n\}) \backslash\{\{0, \ldots, n\}, \emptyset\}
$$

is a triangulation of the sphere $\mathbb{S}^{n-1}$, where we remind the reader that $\mathscr{P}$ dentes the power set.
Given a topological space, it is not always possible to triangulate it. However, when it is, there exists many different triangulations. For instance, all the following simplicial complexes are triangulations of the circle.


Example 10.12. One obtains a triangulation of the torus $\mathbb{T}^{2}$ by first building a simplicial grid on 9 vertices, then adding triangules so as to form a cylinder, and last adding triangles to as to form the torus. Note that this construction would not work for a grid on 4 vertices.


Exercise 61. Give a triangulation of the cylinder, and of the Möbius strip.
§10.1.5 SKELETONS, STARS AND LINKS. For every $i \geq 0$, the $i$-skeleton $K^{i}$ is defined as the subset of $K$ consisting of simplices of dimension at most $i$. Note that $K^{0}$ corresponds to the underlying vertex set $V$, and that $K^{1}$ is a graph. In what follows, we will often use the notation $\overline{\operatorname{St}}(v)^{0}$, where $v$ is a vertex of $K$. According to the definition, it refers to the set of neighbors of $v$, with $v$ included.

Given a simplex $\sigma \in K$, its (open) $\operatorname{star} \operatorname{St}(\sigma)$ is the set of all the simplices $v \in K$ that contain $\sigma$. The open star is not a simplicial complex in general. The closed $\operatorname{star} \overline{\operatorname{St}}(\sigma)$ is defined as the smallest simplicial subcomplex of $K$ which contains $\operatorname{St}(\sigma)$. The link of $\sigma$ is defined as $\operatorname{Lk}(\boldsymbol{\sigma})=\overline{\operatorname{St}}(\boldsymbol{\sigma}) \backslash \operatorname{St}(\boldsymbol{\sigma})$.

### 10.2 EULER CHARACTERISTIC

## §10.2.1 DEFINITION.

Definition 10.13. Let $K$ be a simplicial complex of dimension $n$. Its Euler characteristic is

$$
\chi(K)=\sum_{0 \leq i \leq n}(-1)^{i} \cdot(\text { number of simplices of dimension } i) .
$$

Example 10.14. The simplicial complex of Example 10.3 has Euler characteristic

$$
\chi(K)=3-3=0 .
$$

Exercise 62. What are the Euler characteristics of Examples 10.5 and 10.6? What is the Euler characteristic of the icosahedron?

Exercise 63. Let $K$ be an abstract simplicial complex. A sub-complex of $K$ is a set $M \subset K$ that is a simplicial complex. Suppose that there exists two sub-complexes $M$ and $N$ of $K$ such that $K=M \cup N$. Show the inclusion-exclusion principle:

$$
\chi(K)=\chi(M)+\chi(N)-\chi(M \cap N)
$$

§10.2.2 Collapses. Let $K$ be an abstract simplicial complex. A simplex $\sigma \in K$ is called a free face if it is strictly contained in a unique maximal simplex of $K$. That is, there exists a unique $\tau \in K$ such that $\sigma \subset \tau$ and $\operatorname{dim}(\sigma)<\operatorname{dim}(\tau)$, and $\tau$ is not the face of any simplex of $K$. A collapse of $\sigma$ is the abstract simplicial complex $K^{\prime}$ obtained by removing from $K$ all the simplices $v$ such that $\sigma \subset v \subset \tau$.


Proposition 10.15. The topological realization of the collapsed complex, $\left|K^{\prime}\right|$, is homotopy equivalent to $|K|$.

Proposition 10.16. The collapsed complex $K^{\prime}$ has the same Euler characteristic as $K$.
§10.2.3 EdGE CONTRACTIONS. We present another way of reducing simplicial complexes. Let $[a, b]$ be an edge of $K$, and $c \notin K^{0}$ a new vertex. We define the quotient map as

$$
\begin{align*}
q: K^{0} & \longrightarrow\left(K^{0} \backslash\{a, b\}\right) \cup\{c\} \\
x & \longmapsto \begin{cases}c & \text { if } x=a \text { or } b \\
x & \text { else }\end{cases} \tag{II.1}
\end{align*}
$$

Seeing $q$ as a map with domain the whole simplicial complex $K$, we can define the contracted complex as its image $K^{\prime}=\{q(\sigma) \mid \sigma \in K\}$. From a combinatorial point of view, the contraction is a local process: the structure of $K$ is altered only in $\operatorname{St}(a) \cup \operatorname{St}(b)$, the open stars of $a$ and $b$. In other words, the simplicial complex $K \backslash(\operatorname{St}(a) \cup \operatorname{St}(b))$ is included in $K^{\prime}$.


Theorem 10.17 (Link condition [17, Theorem 2]). If the edge $[a, b]$ satisfies $\operatorname{Lk}(a b)=\operatorname{Lk}(a) \cap$ $\mathrm{Lk}(b)$, then $|K|^{\prime}$ and $|K|$ are homotopy equivalent.

Proposition 10.18. The contracted complex $K^{\prime}$ has the same Euler characteristic as $K$.

### 10.3 Simplicial approximation

§10.3.1 Simplicial maps. The following definition should be seen as a simplicial version of the notion of continuous maps.

Definition 10.19. A geometric simplicial map between geometric simplicial complexes $K$ and $L$ is a map between underlying spaces $g:|K| \rightarrow|L|$ which sends each simplex of $K$ to a simplex of $L$ by a linear map that sends vertices to vertices.

Let $K$ and $L$ be two abstract simplicial complexes, and $V_{K}, V_{L}$ their set of vertices. An abstract simplicial map between two abstract simplicial complexes $K$ and $L$, with vertices $V_{K}$ and $V_{L}$, is a map $f: V_{K} \rightarrow V_{L}$ such that $f(\sigma) \in L$ for all $\sigma \in K$.

Example 10.20. Let $K=\{[0],[1],[0,1]\}, L=\{[0],[1],[2],[0,1],[0,2],[1,2]\}$ and $f:\{0,1\} \rightarrow$ $\{0,1,2\}$ defined as $f(0)=0$ and $f(1)=1$. It is simplicial since $f([0,1])=[0,1]$ is a simplex of $L$.


Example 10.21. Let $K=\{[0],[1],[2],[0,1],[0,2],[1,2]\}, L=\{[0],[1],[2],[0,1],[0,2]\}$ and $f:\{0,1,2\} \rightarrow\{0,1,2\}$ defined as $f(0)=0, f(1)=1$ and $f(2)=2$. It is not simplicial since $f([1,2])=[1,2]$ is not a simplex of $L$.


Note that a geometric simplicial map $g:|K| \rightarrow|L|$ is uniquely determined by its restriction to the vertex sets $g_{\mid K^{0}}: K^{0} \rightarrow L^{0}$.
Example 10.22. Let $n \geq 1, K$ the triangulation of the circle on the vertices $\{0, \ldots, 3 n-1\}$, and $L$ the triangulation of the circle on $\{0,1,2\}$. Consider the map $f: K \rightarrow L$ defined as $f(i)=$ $i$ modulo 3. It is a simplicial map. It can be seen as the degree $n$ map from $\mathbb{S}^{1}$ to $\mathbb{S}^{1}$, as defined in \$4.3.3. It turns $n$ times around the circle.


Proposition 10.23. A geometric simplicial map $g:|K| \rightarrow|L|$ induces an abstract simplicial map $g_{\mid K^{0}}: K^{0} \rightarrow L^{0}$. Conversely, given an abstract simplicial map $f: K \rightarrow L$, we obtain a geometric simplicial map $|f|:|K| \rightarrow|L|$ via barycentric coordinates:

$$
\sum_{i=0}^{p} \lambda_{i} v_{i} \longmapsto \sum_{i=0}^{p} \lambda_{i} f\left(v_{i}\right) .
$$

The geometric simplicial map $|f|$ induced by an abstract simplicial map is called the topological realization of $f$.

Simplicial maps allows to encode continuous maps combinatorially, just as simplicial complexes do with topological spaces. How exaclty one goes from a simplicial map to a continuous map, and vice versa? If one starts with a simplicial map $f: K \rightarrow L$, it always induces a continous map $|f|:|K| \rightarrow|L|$, as we have seen in Proposition 10.23. Now, given a continuous map $g:|K| \rightarrow|L|$, it is not clear how to deduce a simplicial map $f: K \rightarrow L$. This problem will be addressed in \$10.3.2

Two simplicial maps $f, g: K \rightarrow L$ are said contiguous if for every simplex $\sigma \in K, f(\sigma) \cup$ $g(\sigma)$ is a simplex of $L$.

Proposition 10.24. Two contiguous simplicial maps $f, g: K \rightarrow$ L induce homotopic topological realizations $|f|,|g|:|K| \rightarrow|L|$.
§10.3.2 Star condition. Let $f:|K| \rightarrow|L|$ be any continuous map between geometric simplicial complexes. The problem of simplicial approximation consists in finding a simplicial map $g: K \rightarrow L$ with geometric realization $g:|K| \rightarrow|L|$ homotopy equivalent to $f$. A way to solve this problem is to consider the following property.

Definition 10.25. We say that the map $f$ satisfies the star condition if for every vertex $v$ of $K$, there exists a vertex $w$ of $L$ such that $f(|\overline{\operatorname{St}}(v)|) \subseteq|\operatorname{St}(w)|$.

If this is the case, let $g: K^{0} \rightarrow L^{0}$ be any map between vertex sets such that for every vertex $v$ of $K$, we have $f(|\overline{\operatorname{St}}(v)|) \subseteq|\operatorname{St}(g(v))|$. Such a map is called a simplicial approximation to $f$.

Proposition 10.26. A simplicial approximation $g: K^{0} \rightarrow L^{0}$ to $f:|K| \rightarrow|L|$ is a simplicial map, and its geometric realization $|g|:|K| \rightarrow|L|$ is homotopic to $f$.

Proof. The fact that $g$ is simplicial comes from the fact that, given vertices $v_{1}, \ldots, v_{n}$ of $K$, the intersection $\operatorname{St}\left(v_{1}\right) \cap \cdots \cap \operatorname{St}\left(v_{n}\right)$ is empty unless all the vertices belong to a simplex $\sigma \in K$, in which case $\operatorname{St}\left(v_{1}\right) \cap \cdots \cap \operatorname{St}\left(v_{n}\right)=\operatorname{St}(\sigma)$. From this, we define a homotopy between $|g|$ and $f$ by linear interpolation on the simplices. It is well defined since for all $x \in|K|$, both $f(x)$ and $|g|(x)$ lie on a same simplex $\sigma$. We show that the homotopy is continuous by restricting it to every simplex.

In general, a map $f$ may not satisfy the star condition. However, there is always a way to ensure that is does, by replacing $K$ with a finer simplicial complex. We will present one of the most famous of these constructions: the barycentric subdivision.

Example 10.27. The following map $f:|K| \rightarrow|L|$ does not satisfy the star condition.


K

$L$

$f:|K| \rightarrow|L|$
§10.3.3 BARYCENTRIC SUBDIVISIONS. Let $\sigma$ be a $d$-simplex of $\mathbb{R}^{n}$, with vertices $v_{0}, \ldots, v_{d}$. The barycentric subdivision of $\sigma$, denoted $\operatorname{sub}(\sigma)$, consists in decomposing $\sigma$ into a simplicial complex with $2^{d+1}-1$ vertices and $(d+1)$ ! simplices of dimension $d$. More precisely, the new vertices correspond to the barycenters of the vertices of $\sigma$, that is, the points $\sum_{i=0}^{d} \lambda_{i} v_{i}$ for which some $\lambda_{i}$ are zero and the other ones are equal. From a combinatorial point of view, we can see this new set of vertices as a the power set of the set of vertices of $\sigma$ : a vertex $w=\sum_{i=0}^{d} \lambda_{i} v_{i}$ is associated to the subset $\widehat{w}=\left\{i \in \llbracket 0, d \rrbracket \mid \lambda_{i} \neq 0\right\}$. Then one defines the simplices of sub $(\sigma)$ as the sets $\left[w_{0}, \ldots, w_{i}\right], i \in \llbracket 0, d \rrbracket$, such that $\widehat{w}_{0} \subsetneq \cdots \subsetneq \widehat{w}_{i}$.


More generally, if $K$ is a geometric simplicial complex, its barycentric subdivision sub ( $K$ ) is the simplicial complex obtained by subdividing each of its simplices. Applying barycentric subdivision $n$ times shall be denoted $\operatorname{sub}^{n}(K)$. There exists a canonical homeomorphism
$\left|\operatorname{sub}^{n}(K)\right| \rightarrow|K|$. If $f:|K| \rightarrow|L|$ is any map, the composition map $\left|\operatorname{sub}^{n}(K)\right| \rightarrow|L|$ will still be denoted $f$.

Remark 10.28. Note that the underlying abstract simplicial complex of $\operatorname{sub}^{n}(K)$ does not depend on a choice of a geometric realization on $K$, though the geometric simplicial complex does.

A key property of the barycentric subdivision is that it shrinks the size of the simplices. If $K$ is a geometric simplicial complex, let us denote by $\boldsymbol{\delta}(K)$ the maximal diameter of its simplices (or, equivalently, the maximal length of its edges). Let $\sigma \subset \mathbb{R}^{n}$ be a geometric $d$-simplex.

Proposition 10.29. For any $n \geq 1$, we have

$$
\delta\left(\operatorname{sub}^{n}(\sigma)\right) \leq\left(\frac{d}{d+1}\right)^{n} \delta(\sigma) .
$$

As a consequence, if $K$ is of dimension at most $d$, we also have

$$
\delta\left(\operatorname{sub}^{n}(K)\right) \leq\left(\frac{d}{d+1}\right)^{n} \delta(K) .
$$

In other words, iterated barycentric subdivisions allow to make the simplices of $K$ arbitrarily small. From this property, we can prove the following.

Theorem 10.30 (Simplicial approximation theorem). Let $K, L$ be two geometric simplicial complexes and $f:|K| \rightarrow|L|$ a continuous map. Then there exists an integer $n$ such that the induced map $f:\left|\operatorname{sub}^{n}(K)\right| \rightarrow|L|$ satisfies the star condition.

Proof. Let us endow $|K| \subset \mathbb{R}^{n}$ with the geodesic distance induced by the Euclidean metric of $\mathbb{R}^{n}$. In particular, it restricts to the Euclidean metric on each simplex $|\sigma|$ of $|K|$. Now, consider the open cover of $|K|$ defined as

$$
\mathscr{V}=\left\{f^{-1}(|\operatorname{St}(x)|) \mid x \in L^{0}\right\} .
$$

Since $|K|$ is compact, let $\lambda>0$ be a Lebesgue number for $\mathscr{V}$, such as given by the following lemma. It is a number such that every subset of $|K|$ of diameter less than $\lambda$ is included in an element of $\mathscr{V}$. As implied by Proposition 10.29 , there is a $n \geq 0$ such that $\operatorname{sub}^{n}(K)$ is made of simplices with diameter lower than $\frac{\lambda}{2}$. As a consequence, the star of any vertex of $\operatorname{sub}^{n}(K)$ has diameter lower than $\lambda$, hence is included in an element of $\mathscr{V}$. In other words, $f:\left|\operatorname{sub}^{n}(K)\right| \rightarrow|L|$ satisfies the star condition.

Lemma 10.31 (Lebesgue's number lemma). Let $(X, d)$ be a compact metric space and $\mathscr{V}$ an open cover of $X$. Then there exists a number $\delta>0$ such that every subset of $X$ having diameter less than $\delta$ is contained in some member of the cover.

Proof. First, we extract a finite subcover $\left\{V_{1}, \ldots, V_{n}\right\}$ from $\mathscr{V}$, still denoted $\mathscr{V}$. Note that all the sets $X \backslash V_{i}$ are compact. We define a map $f: X \rightarrow \mathbb{R}$ as

$$
f(x)=\frac{1}{n} \sum_{i=1}^{n} d\left(x, X \backslash V_{i}\right),
$$

where $d\left(x, X \backslash V_{i}\right)$ is the distance function to $X \backslash V_{i}$ (see ${ }^{55.2 .2}$ ). Denote $\delta=\inf _{X} f$. Since $X$ is compact and $f$ continuous, the extreme value $\delta$ is attained, and we deduce that $\delta>0$, since $\mathscr{V}$ is a cover of $X$. Now, for any subset $A \subset X$ of diameter less than $\delta$, we can find a ball $\bar{B}(x, \delta)$ such that $A \subset \overline{\mathscr{B}}(x, \boldsymbol{\delta})$. Besides, since $f(x) \geq \delta$, we must have $d\left(x, X \backslash V_{i}\right) \geq \delta$ for some $i$, i.e., $\overline{\mathscr{B}}(x, \boldsymbol{\delta}) \subset V_{i}$. We conclude with $A \subset \overline{\mathscr{B}}(x, \boldsymbol{\delta}) \subset V_{i}$.

Example 10.32. Let $K$ and $L$ be the triangulations of the circle on the vertices $\{0,1,2\}$. Let $f:|K| \rightarrow|L|$ be a degree $n$ map, with $n \geq 1$. In order to find a simplicial approximation to it, $K$ must be subdivided at least $n-1$ times, yielding the simplicial map of Example 10.22 .

## 11 TriAngulations

### 11.1 DIE HAUPTVERMUTUNG DER KOMBINATORISCHEN TOPOLOGIE

§11.1.1 The triangulation conjecture. This subsection is devoted to draw an history of the problem of triangulation of topological spaces. Clearly, all any topological spaces are triangulable. First, as we only consider finite simplicial complexes, the topological realizations of simplicial complexes are compact. Moreover, we have:

Proposition 11.1. A connected geometric simplicial complex $|K|$ is locally connected, that is, for each point $x \in|K|$ and each neighborhood $U \subset|K|$ of $x$, there exists a connected neighborhood $V$ of $x$ such that $V \subset U$.

Example 11.2. Let the comb space be the following subset of $\mathbb{R}^{2}$ :

$$
C=[0,1] \times\{0\} \cup\{0\} \times[0,1] \cup \bigcup_{n \geq 1}\left\{\frac{1}{n}\right\} \times[0,1] .
$$

It is compact, but not locally connected. Indeed, any neighborhood of $(0,1 / 2)$ of diameter lower than $1 / 2$ is not connected. Consequently, $C$ is not triangulable.

Thereforewe should restrict the class of topological spaces that we wish to triangulate. The topologists' favorite class of 'nice' spaces are the manifolds.

Definition 11.3. A manifold of dimension $n$ is a Hausdorff topological space $(X, \mathscr{T})$ such that every point $x \in X$ admits a neighborhood $U \subset X$ homeomorphic to $\mathbb{R}^{n}$.

Of particular interest are the compact manifolds. Some classifications results exist, but limited to low dimensions:

- the compact manifolds of dimension 1 are homeomorphic to $\mathbb{S}^{1}$,
- the compact manifolds of dimension 2 are homeomorphic to the sphere, the $n$-tori or the connected sums of projective spaces,
- the compact manifolds of dimension 3 can be understood via Thurston's geometrization conjecture, stated in 1982 and proved by Perelman in 2016. They can be decomposed into prime manifolds, admitting eight possible geometric structures.

The triangulation conjecture, formulated by Kneser in 1924, states that any manifold is triangulable. It was a long-standing conjecture in topology, which started well. It was already known that every two-dimensional surface is triangulable,following the work of Radó. In 1952, Moise showed that any 3-dimensional manifold is triangulable. He proved that they admit a differentiable structure, and that differentiable manifolds are triangulable, according to a result of Cairns and Whitehead in the 1940's.

However, in the early 1980's, Freedman defined the space $E_{8}$ : a manifold of dimension 4 that does not admit a differentiable structure. In the mid 1980's, Casson showed that this manifold is not triangulable. In 2016, Manolescu proved that non-triangulable manifolds exist in any dimension greater than four [18].

Remark 11.4. A weaker version of this problem exists: does any topological manifold admit a simplicial complex homotopy equivalent to it? This statement is true, and can be proved via the notions of CW structure and simplicial approximation [6].

## §11.1.2 HAUPTVERMUTUNG.

Definition 11.5. Let $|K| \subset \mathbb{R}^{n}$ be a geometric simplicial complex. A subdivision of $K$ is a be a geometric simplicial complex $\left|K^{\prime}\right|$ such that

- every simplex of $K^{\prime}$ is included in a simplex of $K$,
- every simplex of $K$ is a union of simplices of $K^{\prime}$.

In this case, we have an equality between the sets $|K|=\left|K^{\prime}\right|$. The simplicial complex $K^{\prime}$ can be understood as a 'refinement' of $K$. Note that the abstract simplicial complexes $K^{\prime}$ that are subdivisions of $K$ do not depend on the topological realization of $K$. That is to say, we can define the notion of subdivision for an abstract simplicial complexes. As an example, if sub $(K)$ denotes the barycentric subdivision of $K$, then it is a subdivision of it (see§10.3.3).

A cornerstone result states that if $K^{\prime}$ is a subdivision of $K$, then they admit the same simplicial homology groups [16, Theorem 17.2]. In particular, this implies that most of the common invariant of simplicial complexes-e.g., the Euler characterstic, the Betti numbersare equal. An important question of the $\mathrm{XX}^{\text {th }}$ was to determine whether these invariants were topological invariants: do two homeomorphic simplicial simplexes $K$ and $L$ admit equal homology groups?

Two simplicial complexes $K$ and $L$ are said combinatorially equivalent if they admit a common subdivision. In particular, according to the previous paragraphs, this implies that $K$ and $L$ admit the same invariants. Therefore, in order to define simplicial invariants that are topological invariants, we need the following statement: two homeomorphic simplicial complexes are combinatorially equivalent. This statement is known as the Hauptvermutung (principal conjecture), conjectured by Tietze in 1908 [19].

This conjecture is true in low dimension: for topological manifolds of dimension 1 and 2 (consequence of the classification of surfaces), for simplicial complexes of dimension 2 (proven by Papakyriakopoulos in 1943 [20]) for topological manifolds of dimension 3 (by Moise in 1952 [21]). However, in 1961, Milnor showed that it is false [22]. He designed explicit counterexamples, in any dimension greater than 4 , using a construction based on the lens spaces. But this example is not a manifold. In 1969, Kirby and Siebenmann proved it is false in in any dimension greater than 5, using triangulable manifolds as counter-examples [23].

Exercise 64. Prove the Hauptvermutung for graphs, and deduce the topological invariance of Euler characteristic of graphs.

### 11.2 TOPOLOGICAL INFERENCE

§11.2.1 Thickenings. For the rest of this section, we consider the problem of triangulation from a data analysis perspective. It is a foundational question of combinatorial
topology to know whether a subspace of $\mathbb{R}^{n}$ can be triangulated, based on a finite sample of it. Recent developments of Topological Data Analysis allowed to put these ideas in practice.

In what follows, we will consider a finite point cloud $X \subset \mathbb{R}^{n}$, seen as a sample of a 'nice' subspace $\mathscr{M}$. The problem of topological inference inference can be stated as follows: based on the observation of $X$, design a triangulation of $\mathscr{M}$. It is know in combinatorial geometry that computing triangulations is a difficult task, hence we should consider the weaker problem: based on the observation of $X$, design a simplicial complex homotopy equivalent to $\mathscr{M}$.


X

$\mathscr{M}$

In order to solve this problem, we first wish to build from $X$ a subset of $\mathbb{R}^{n}$ homotopy equivalent to $\mathscr{M}$. A solution consists in thickening $X$.

Definition 11.6. For every $t \geq 0$, the $t$-thickening of the set $X$, denoted $X^{t}$, is the set of points of the ambient space with distance at most $t$ from $X$ :

$$
X^{t}=\left\{y \in \mathbb{R}^{n} \mid \exists x \in X,\|x-y\| \leq t\right\}
$$

Equivalently, $X^{t}$ can be seen as a union of closed balls centered around every point of $X$ :

$$
X^{t}=\bigcup_{x \in X} \overline{\mathscr{B}}(x, t)
$$



The last figure is a thickening which has the homotopy type of a circle: $X$ is homotopy equivalent to $\mathscr{M}$. If we are able to select such a $t$, then we would ave access to a solution of our problem. We are in front of two questions:

1. How to select a $t$ such that $X^{t}$ and $\mathscr{M}$ are homotopy equivalent?
2. How to compute a simplicial complex homotopy equivalent to $X^{t}$ ?

We will give an answer to Question 1 in this subsection, and to Question 2in the next one. First, we need to define some geometric quantities.
§11.2.2 MEDIAL AXIS AND REACH. Let $X$ be any subset of $\mathbb{R}^{n}$. The medial axis of $X$ is the subset med $(X) \subset \mathbb{R}^{n}$ which consists of points $y \in \mathbb{R}^{n}$ that admit at least two projections on $X$ :

$$
\operatorname{med}(X)=\left\{y \in \mathbb{R}^{n}, \exists x, x^{\prime} \in X, x \neq x^{\prime},\|y-x\|=\left\|y-x^{\prime}\right\|=\operatorname{dist}(y, X)\right\}
$$

Example 11.7. In $\mathbb{R}^{2}$,

- the medial axis of a circle is its center,
- the medial axis of an ellipse is an interval,
- the medial axis of a point is the emptyset,
- the medial axis of two distinct points is their bisector.


Now, we define the reach of $X$ as its proximity from its medial axis:

$$
\begin{aligned}
\operatorname{reach}(X) & =\inf \{\operatorname{dist}(y, X) \mid y \in \operatorname{med}(X)\} \\
& =\inf \{\|x-y\| \mid x \in X, y \in \operatorname{med}(X)\}
\end{aligned}
$$

In other words, the reach of $X$ is the supremum of $t \geq 0$ such that the thickening $X^{t}$ does not intersect med $(X)$ :

$$
\operatorname{reach}(X)=\sup \left\{t \geq 0 \mid X^{t} \cap \operatorname{med}(X)=\emptyset\right\}
$$

Proposition 11.8. Suppose that $X$ is closed and that $\operatorname{reach}(X)$ is positive. For every $t \in$ $[0, \operatorname{reach}(X))$, the spaces $X$ and $X^{t}$ are homotopy equivalent.

Proof. We show that the thickening $X^{t}$ deform retracts onto $X$. A retraction is given by the following map:

$$
\begin{aligned}
& X^{t} \times[0,1] \longrightarrow X^{t} \\
&(x, t) \\
& \longmapsto(1-t) x+t \cdot \operatorname{proj}(x, X) .
\end{aligned}
$$

The projection map $\operatorname{proj}(\cdot, X): X^{t} \rightarrow X$ is well defined since, for every $t<\operatorname{reach}(X)$, the points $x \in X^{t}$ admits a unique projection.

Therefore, the reach acts as a threshold below which the thickenings have the same homotopy type as the original subset. As an example, here are such thickenings, based on Example 11.7 .


Note that at some point, they become homotopy equivalent to a point:


If $t$ is greater than the reach, the homotopy type may change. Note however that the converse is not true: $X$ and $X^{t}$ may be homotopy equivalent, even with $t \geq \operatorname{reach}(X)$.

Remark 11.9. This proposition can be seen as a quantitative version of the famous tubular neighborhood theorem of differential geometry [24, Theorem 5.1].

Exercise 65. Compute the reach of the following subsets of $\mathbb{R}^{2}$ :

- the set $\{(0, n) \mid n \in \mathbb{Z}\}$,
- the segment $\{(t, 0), \mid t \in[0,1]\}$,
- the unit circle with origin $\mathbb{S}_{1} \cup\{(0,0)\}$,
- the square $\left\{(x, y) \in \mathbb{R}^{2} \mid \max \{|x|,|y|\}=1\right\}$,
- (more difficult) the ellipse $\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \left\lvert\,\left(\frac{x_{1}}{a}\right)^{2}+\left(\frac{x_{2}}{b}\right)^{2}=1\right.\right\}$ where $a, b>0$.

Exercise 66. Compute the reaches of the subsets of Exercise 65 .
§11.2.3 Homotopy type of the thickenings. Back to our problem: given a finite subset $X$ that samples an underlying object $\mathscr{M}$, can we find a $t$ such that $X^{t}$ is homotopy equivalent to $\mathscr{M}$ ? We give two such results, proven in 2009 and 2008. The key conditions are the following: the reach of $\mathscr{M}$ has to be large enough, and the Hausdorff distance $d_{\mathrm{H}}(X, \mathscr{M})$ small enough.

Theorem 11.10 (Corollary of [25, Theorem 4.6, case $\mu=1]$ ). Let $X$ and $\mathscr{M}$ be subsets of $\mathbb{R}^{n}$. Suppose that $\mathscr{M}$ has positive reach, and that $d_{\mathrm{H}}(X, \mathscr{M}) \leq \frac{1}{17} \operatorname{reach}(\mathscr{M})$. Then $X^{t}$ and $\mathscr{M}$ are homotopic equivalent, provided that

$$
t \in\left[4 d_{\mathrm{H}}(X, \mathscr{M}), \operatorname{reach}(\mathscr{M})-3 d_{\mathrm{H}}(X, \mathscr{M})\right) .
$$

Theorem 11.11 ([26, Proposition 3.1]). Let $X$ and $\mathscr{M}$ be subsets of $\mathbb{R}^{n}$, with $\mathscr{M}$ a submanifold, and $X$ a finite subset of $\mathscr{M}$. Suppose that $\mathscr{M}$ has positive reach. Then $X^{t}$ and $\mathscr{M}$ are homotopic equivalent, provided that

$$
t \in\left[2 d_{\mathrm{H}}(X, \mathscr{M}), \sqrt{\frac{3}{5}} \operatorname{reach}(\mathscr{M})\right) .
$$

Remark 11.12. In practice, these theorems do not directly solve Question 1 . Indeed, they give formulas for the values of $t$ that we are looking for, but the formulas depends on quantities that we do not know $\left(d_{\mathrm{H}}(X, \mathscr{M})\right.$ and reach $(\mathscr{M})$ ). As a way to circumvent this issue, a data analyst can use Persistent Homology.

## 11.3 ČECH COMPLEXES

§11.3.1 NERVES. Remember Question 2, How to compute a simplicial complex homotopy equivalent to $X^{t}$ ? It turns out that it is easy to represent the thickenings $X^{t}$ as simplicial complexes, via the notion of nerves. We remind the reader that a cover of a topological space $X$ is a collection $\mathscr{U}=\left\{U_{i}\right\}_{1 \leq i \leq N}$ of subsets $U_{i} \subset X$ such that

$$
\bigcup_{1<i<N} U_{i}=X
$$

Definition 11.13. Let $X$ be a topological space, and $\mathscr{U}=\left\{U_{i}\right\}_{1 \leq i \leq N}$ a cover of $X$ The nerve of $\mathscr{U}$ is the simplicial complex with vertex set $\{1, \ldots, N\}$ and whose $m$-simplices are the subsets $\left\{i_{1}, \ldots, i_{m}\right\} \subset\{1, \ldots, N\}$ such that $\bigcap_{k=0}^{m} U_{i_{k}} \neq \emptyset$. It is denoted $\mathscr{N}(\mathscr{U})$.


We say that $\mathscr{U}=\left\{U_{i}\right\}_{1 \leq i \leq N}$ is a good open cover if each $U_{i}$ are open and if all non-empty intersections $\bigcap_{k=0}^{m} U_{i_{k}}$ are contractible (that is, homotopy equivalent to a point).

Theorem 11.14 (Leray's nerve theorem [6, Corollary 4G.3]). If $\mathscr{U}$ is a good open cover, then its nerve $\mathscr{N}(\mathscr{U})$ is homotopy equivalent to $X$.
§11.3.2 ČECH COMPLEXES. In our context, $X$ is a finite subset of $\mathbb{R}^{n}$, and we have $t \geq 0$. Consider the collection

$$
\mathscr{V}^{t}=\{\overline{\mathscr{B}}(x, t), x \in X\} .
$$

This is a cover of the thickening $X^{t}$, and we can consider its nerve $\mathscr{N}\left(\mathscr{V}^{t}\right)$. However, each components are closed balls. We can use the following variation of the nerve theorem.

Theorem 11.15 ([27, Theorem 2.9]). Suppose that $Y$ is a subset of $\mathbb{R}^{n}$. Consider a cover $\mathscr{U}=\left\{U_{i} \mid 1 \leq i \leq N\right\}$ of $Y$ such that each of the $U_{i}$ are balls (or more generally, closed and convex). Then $\mathscr{N}(\mathscr{U})$ is homotopy equivalent to $Y$.



Definition 11.16. Let $t \geq 0$ and consider the collection $\mathscr{V}^{t}=\{\overline{\mathscr{B}}(x, t) \mid x \in X\}$. Its nerve is denoted Čech $^{t}(X)$ and is called the Čech complex of $X$ at time $t$.

Putting all the results together, we get an answer to the problem of topological inference.
Proposition 11.17. Let $X$ and $\mathscr{M}$ be subsets of $\mathbb{R}^{n}$. Suppose that $\mathscr{M}$ has positive reach, that $d_{\mathrm{H}}(X, \mathscr{M}) \leq \frac{1}{17} \operatorname{reach}(\mathscr{M})$, and choose a $t$ as in Theorem 11.10 Then the Čech complex $\operatorname{Čech}^{t}(X)$ is homotopy equivalent to $\mathscr{M}$.
§11.3.3 RIPS COMPLEXES. Let $X=\left\{x_{1}, \ldots, x_{N}\right\} \subset \mathbb{R}^{n}$ be finite, let $t \geq 0$ and consider the $t$-thickening

$$
X^{t}=\bigcup_{x \in X} \bar{B}(x, t) .
$$

By definition, its nerve, $\check{C ̌ e c h}^{t}(X)$, the Čech complex at time $t$, is a simplicial complex on the vertices $\{1, \ldots, N\}$ whose simplices are the subsets $\left\{i_{1}, \ldots, i_{m}\right\}$ such that

$$
\bigcap_{1 \leq k \leq m} \overline{\mathscr{B}}\left(x_{i k}, t\right) \neq \emptyset .
$$

Therefore, computing the Čech complex relies on the following geometric predicate:
Given $m$ closed balls of $\mathbb{R}^{n}$, do they intersect?
This problem is known as the smallest circle problem. It can can be solved in $O(m)$ time, where $m$ is the number of points, but with a constant depending on the dimension of the ambiant space $\mathbb{R}^{n}$. However, in practice, we prefer a more simple version of the Čech complex, that does not require this predicate.

We will need the following notions: Let $G$ be a graph. We call a clique of $G$ a set of vertices $v_{1}, \ldots, v_{m}$ such that for every $i, j \in \llbracket 1, m \rrbracket$ with $i \neq j$, the edge $\left[v_{1}, v_{j}\right]$ belongs to $G$. In other words, the subgraph $G$ restricted to the vertices $v_{1}, \ldots, v_{m}$ is complete.

Given a graph $G$, the corresponding clique complex is the simplicial complex whose vertices are the vertices of $G$, and whose simplices are the sets of vertices of the cliques of $G$. Some authors also call it the expansion of $G$.


Exercise 67. Verify that the clique complex of a graph is a simplicial complex. If the graph contains $n$ vertices, give an upper bound on the number of simplices of the clique complex.

Let us get back to the set $X=\left\{x_{1}, \ldots, x_{N}\right\}$. Let $t \geq 0$. Consider the graph $G^{t}$ whose vertex set is $\{1, \ldots, N\}$, and whose edges are the pairs $(i, j)$ such that $\left\|x_{i}-x_{j}\right\| \leq 2 t$. Alternatively, $G^{t}$ can be seen as the 1 -skeleton of the Čech complex Čech $^{t}(X)$

$$
G^{t}=\left(\check{\operatorname{Cech}}^{t}(X)\right)^{1}
$$



Definition 11.18. The Rips complex of $X$ at time $t$ is the clique complex of the graph $G^{t}$ defined above. We denote it $\operatorname{Rips}^{t}(X)$.


Note that the Rips complex may not be homotopy equivalent to the corresponding Čech complex. However, they are not linked by the following relation:
Proposition 11.19. Let $X \subset \mathbb{R}^{n}$ be a finite subset. For every $t \geq 0$, we have

$$
\check{\operatorname{Cech}}^{t}(X) \subset \operatorname{Rips}^{t}(X) \subset \check{\operatorname{Cech}}^{2 t}(X)
$$

Proof. Let $t \geq 0$. The first inclusion follows from the fact that $\operatorname{Rips}^{t}(X)$ is the clique complex of Cech $^{t}(X)$. To prove the second one, choose a simplex $\sigma \in \operatorname{Rips}^{t}(X)$. Let us prove that $\sigma \in$ Čech $^{2 t}(X)$. Let $x \in \sigma$ be any vertex. Note that $\forall y \in \sigma$, we have $\|x-y\| \leq 2 t$ by definition of the Rips complex. Therefore

$$
x \in \bigcap_{y \in \sigma} \overline{\mathscr{B}}(y, 2 t) .
$$

The intersection being non-empty, we deduce $\sigma \in \operatorname{Čech}^{2 t}(X)$.


Exercise 68. Improve the previous proposition as follows: Cech $^{t}(X) \subset \operatorname{Rips}^{t}(X) \subset$ Čech $^{c t}(X)$, where $c=\sqrt{\frac{2 n}{n+1}}$.
Warning: Not easy to prove. This is Theorem 2.5 of [28].

## 12 Borsuk-Ulam Theorem

### 12.1 Statement and consequences

This subsection is based on [4] and [29]. In the following, $\mathbb{S}^{n}$ and $\mathscr{\mathscr { B }}^{n}$ denote respectively the unit sphere and unit closed ball of of $\mathbb{R}^{n+1}$. Two points $x, y \in \mathbb{S}^{n}$ are said antipodal if $x=-y$. Moreover, a map $f: \mathbb{S}^{n} \rightarrow \mathbb{R}^{n}$ is said odd (also called antipodal) if $f(-x)=-f(x)$ for all $x \in \mathbb{S}$.
§12.1.1 Borsuk-Ulam Theorem. In has been proved in 1933 by Karol Borsuk [30], answering a conjecture of Stanisław Ulam. We defer the proof to Subsection 12.2 ,

Theorem 12.1 (Borsuk-Ulam theorem). If $f: \mathbb{S}^{n} \rightarrow \mathbb{R}^{n}$ is a continuous map, then there exists two antipodal points with the same image.


Remark 12.2. In dimension 2, this theorem can be understood as follows: on the earth, there is a pair of antipodal points with same temperature and same air pressure.

In what follows, we will refer to Theorem 12.1 as Borsuk-Ulam V1. The following statements are directly equivalent to it.

Corollary 12.3. We have:
(Borsuk-Ulam V2) If $f: \mathbb{S}^{n} \rightarrow \mathbb{R}^{n}$ is a continuous odd map, then there exists $x \in \mathbb{S}$ such that $f(x)=0$.
(Borsuk-Ulam V3) There is no continuous odd map $\mathbb{S}^{n} \rightarrow \mathbb{S}^{n-1}$.
(Borsuk-Ulam V4) There is no continuous map $\overline{\mathscr{B}^{n}} \rightarrow \mathbb{S}^{n-1}$ that is odd on the boundary.

Proof. The first statement is a direct consequence of Borsuk-Ulam V1. The statement V3 follows from V2. The statement V4 follows from V3, by extending the map $\overline{\mathscr{B}^{n}} \rightarrow \mathbb{S}^{n-1}$ as an odd map $\mathbb{S}^{n} \rightarrow \mathbb{S}^{n-1}$


Remark 12.4. In dimension 1, the statement V 2 simply is the intermediate value theorem.
§12.1.2 Covers of the sphere. The following theorem, proved by Lyusternik and Shnirelman in 1930, can be seen as a precursor of Borsuk-Ulam theorem [31]. We shall deduce it from Borsuk-Ulam theorem.

Theorem 12.5 (Lyusternik-Shnirelman). If $\mathbb{S}^{n}$ is covered by $n+1$ closed (resp. open) sets, then one of them contains a pair of antipodal points.
Proof. We denote the sets $\left(A_{1}, \ldots, A_{n+1}\right)$, that we suppose closed. Let $f: \mathscr{S}^{n} \rightarrow \mathbb{R}^{n}$ be defined as $f(x)=\left(\operatorname{dist}\left(x, A_{1}\right), \ldots, \operatorname{dist}\left(x, A_{n}\right)\right)$. Using Borsuk-Ulam V 1 , we get a point $x \in \mathbb{S}^{n}$ such that $f(-x)=-f(x)$. If the $i^{\text {th }}$ coordinate of $f(x)$ is zero, then $x$ belongs to $A_{i}$, as well as $-x$. Otherwise, $x$ and $-x$ belong to $A_{n+1}$.

If the sets $\left(A_{1}, \ldots, A_{n+1}\right)$ are open, then one defines a collection of closed sets $\left(B_{1}, \ldots, B_{n+1}\right)$ that is a cover of $\mathbb{S}^{n}$ and such that $B_{i} \subset A_{i}$ for $i=1, \ldots, n+1$.
§12.1.3 BROUWER FIXED POINT THEOREM. The original proof of Brouwer, published in [32], is based on the notion of degree of a continuous mapping. Here, we deduce it from Borsuk-Ulam theorem.
Theorem 12.6 (Brouwer fixed point theorem). A continuous map $f: \mathscr{\mathscr { B }}^{n} \rightarrow \overline{\mathscr{B}}^{n}$ admits a fixed point.
Proof. By contradiction, suppose that $f$ admits no fixed point, and let us define a continuous map $g: \mathscr{\mathscr { B }}^{n} \rightarrow \mathbb{S}^{n-1}$ that is odd on the boundary, contradicting Bursuk-Ulam V4. We define $g(x)$ as the point in which the ray originating from $f(x)$ and passing through $x$ intersects the boundary $\mathbb{S}^{n-1}$.

Remark 12.7. As a consequence of this theorem, is one puts a crumpled map of Paris in the streets of Paris, then there is a point of the map directly above its point in Paris.
§12.1.4 Connectedness of the sphere. Let $k \in \mathbb{N}$. We say that a topological space $X$ is $k$-connected if any continuous map $\mathbb{S}^{k} \rightarrow X$ is homotopic to a constant map. Equivalently, any map $\mathbb{S}^{k} \rightarrow X$ can be extended as a continuous map $\overline{\mathscr{B}}^{k+1} \rightarrow X$.
Theorem 12.8. The sphere $\mathbb{S}^{n}$ is $(n-1)$-connected and not $n$-connected.
Proof. The fact that $\mathbb{S}^{n}$ is not $n$-connected comes from Borsuk-Ulam V4. Indeed, the identity map $\mathbb{S}^{n} \rightarrow \mathbb{S}^{n}$ cannot be extended as $\overline{\mathscr{B}}^{n+1} \rightarrow \mathbb{S}^{n}$.

Now, let $k<n$, and consider a continuous map $f: \mathbb{S}^{k} \rightarrow \mathbb{S}^{n}$. If $f$ is not surjective, it is easy to show that it is homotopic to a constant map by following meridians, as depicted in the following picture. When it is not, one has to find first a non-surjective map $g$ homotopic to $f$. We do not give the construction here.


Remark 12.9. This result is also traditionally proven using Hurewicz theorem and the singular homology of the spheres.
§12.1.5 The ham sandwich theorem. A finite Borel measure on $\mathbb{R}^{d}$ is a measure $\mu$ on $\mathbb{R}^{d}$ such that all open sets are measurable, and $0<\mu\left(\mathbb{R}^{d}\right)<+\infty$.
Theorem 12.10 (The ham sandwich theorem). Consider d finite Borel measure $\mu_{1}, \ldots, \mu_{d}$ on $\mathbb{R}^{d}$ such that every hyperplane has measure 0 . Then there exists a hyperplane $h$ of $\mathbb{R}^{d}$ such that for every measure $\mu_{i}$, the half-space $h^{+}$has measure $\mu_{i}\left(h^{+}\right)=\mu_{i}\left(\mathbb{R}^{d}\right) / 2$.
Proof. Let $x=\left(x_{0}, \ldots, x_{d}\right)$ be a point of $\mathbb{S}^{d}$. We define the half-space

$$
h^{+}(x)=\left\{v \in \mathbb{R}^{d} \mid x_{1} v_{1}+\cdots+x_{d} v_{d} \leq x_{0}\right\} .
$$

Consider the map $f: \mathbb{S}^{d} \rightarrow \mathbb{R}^{d}$ defined as

$$
f(x)=\left(\mu_{1}\left(h^{+}(x), \ldots, \mu_{d}\left(h^{+}(x)\right)\right) .\right.
$$

An hyperplane $x$ such that $f(x)=f(-x)$ gives the result. Such an hyperplane is given by Borsuk-Ulam V1. Note that the continuity of $f$ is not obvious and deserve a careful proof, not given here.

Example 12.11. In dimension 3, it means that for every coxinha made of massa, frango and requeijão, there exists a plane that simultaneously halves the three ingredients.


### 12.2 Proof

§12.2.1 Tucker's lemma. Let $T$ be a triangulation of the ball $\mathscr{\mathscr { B }}^{n}$, and denote by $V$ its set of vertices. That is, $T$ is a simplicial complex, with topological realization $|T|$, and we have a homeomorphism $h:|T| \rightarrow \overline{\mathscr{B}}^{n}$. Let $\mathbb{S}^{n-1}$ denote the boundary of $\mathscr{\mathscr { B }}^{n}$. Note that $h^{-1}\left(\mathbb{S}^{n-1}\right)$ is a simplicial subcomplex of $T$, denoted $\partial T$, of dimension $n-1$. We say that $T$ is antipodally symmetric on the boundary if for every simplex $\sigma \in \partial T$, there exists a simplex $\tau \in \partial T$ such that $h(|\sigma|)=-h(|\tau|)$.

A coloring of the vertices of $T$ is a map $c: V \rightarrow\{+1,-1, \ldots,+n,-n\}$. It is odd on the boundary if $c(-v)=-c(v)$ for all vertex $v$ of $\partial T$. Last, we say that an edge $[v, w] \in T$ is complementary if $c(v)=-c(w)$.
Theorem 12.12 (Tucker's lemma). Suppose that $T$ is a triangulation of $\overline{\mathscr{B}}^{n}$, antipodally symmetric on the boundary, and that $c$ is a coloring of $T$ odd on the boundary. Then $T$ admits a complementary edge.


Proof. Let us give a glimpse of the constructive proof of Freund and Todd [33], different from Tucker's original proof, presented in [34]. We shall only illustrate the case $n=2$.

Let $T$ be a triangulation of $\overline{\mathscr{B}}^{2}$ and $c: V \rightarrow\{1,-1,2,-2\}$ a coloring as in the statement of the theorem. We will walk on the simplicial complex $T$ until finding a complementary edge. First, note that if the labels of the vertices of $\partial T$ are only $\pm 1$, or only $\pm 2$, then $\partial T$ admits a complementary edge, since it is odd. We can suppose that it is not the case, and consider an edge $e$ of $\partial T$ with labels $(+1,-2)$. Note that the number of edges of $\partial T$ with labels $(+1,-2)$ is odd, since the coloring is odd.

Let $\sigma$ be the triangle containing $[v, w]$. Two cases may appear:

- $\sigma$ has labels $(+1,-2,-1)$ or $(+1,-2,+2)$, in which case we are done,
- $\sigma$ has labels $(+1,-2,+1)$ or $(+1,-2,-2)$, in which case we consider the other edge $e^{\prime}$ with label $(+1,-2)$.
By considering the triangle $\sigma^{\prime}$ sharing the edge $e^{\prime}$ with $\sigma$, we continue our path in $T$. Note that we cannot enter in a triangle twice. Hence, since the number of triangle is finite, we eventually enter in a triangle that admits a complementary edge.

Note that, at some point in the walk, $e^{\prime}$ may be an edge of $\partial T$, hence taking us out of the ball. But since the number of edges of $\partial T$ with labels $(+1,-2)$ is odd, we eventually finish our walk inside the ball.

Remark 12.13. Tucker's lemma is a particular case of Ky Fan lemma [35].
§12.2.2 Proof of Borsuk-Ulam theorem. Based on Tucker's lemma, we shall prove Borsuk-Ulam V4.

Proof of Corollary 12.3. By contradiction, let $\overline{\mathscr{B}^{n}} \rightarrow \mathbb{S}^{n-1}$ be a continuous map that is odd on the boundary. Let $\varepsilon=1 / \sqrt{n}$. Since $\overline{\mathscr{B}^{n}}$ is compact, $f$ is absolutely continuous, hence there exists a $\delta>0$ such that $\|f(x)-\underline{f(y)}\|<2 \varepsilon$ for all $x, y \in \overline{\mathscr{B}^{n}}$ such that $\|x-y\|<\delta$.

Let $T$ be a triangulation of $\overline{\mathscr{B}^{n}}$ that is antipodally symmetric on the boundary and whose simplices have diameter at most $\delta$. For instance, $T$ can be obtained via repeated barycentric subdivisions.

For every vertex $v \in V$ of $T$, we define

$$
k(v)=\min \left\{i=1, \ldots, n \mid f(v)_{i} \geq \varepsilon\right\}
$$

where $f(v)_{i}$ denote the $i^{\text {th }}$ coordinate. Note that at least one coordinate must be greater or equal to $\varepsilon$, since $\varepsilon=1 / \sqrt{n}$ and $v \in \mathbb{S}^{n-1}$. We define a coloring $c: V \rightarrow\{+1,-1, \ldots,+n,-n\}$ as follows:

$$
c(v)=\operatorname{sign}\left(f(v)_{k(v)}\right) k(v)
$$

where sign denotes the sign. By Tucker's lemma, there exists a complementary edge $[v, w] \in T$. That is, $c(v)=-c(w)$, or, in other words, $k(v)=k(w)$, and the $k(v)^{\text {th }}$ coordinates of $v$ and $w$ have opposite signs. This implies that $\|v-w\| \geq 2 \varepsilon$, contradicting the fact that $T$ is made of simplices of diameter at most $\delta$.
§12.2.3 Sperner's lemma. In the previous subsection, we deduced Brouwer's fixed point theorem from Borsuk-Ulam theorem. We now propose to prove Brouwer's fixed point theorem directly, using combinatorics of simplicial complexes, in the same vein as the previous proof. This proof has been discovered by Emanuel Sperner in 1928 [36].

Let $\Delta^{n}=\left[x_{0}, \ldots, x_{n}\right]$ denote the $n$-simplex. Consider a subdivision $T$ of $\Delta^{n}$, with vertex set denoted $V$. A Sperner coloring of $T$ is a map $c: V \rightarrow\{0, \ldots, n\}$ such that:

- the initial vertices $x_{i}, i=0, \ldots, n$, have label $c\left(x_{i}\right)=i$,
- if a vertex $v \in V$ belong to a simplex $\left[x_{i_{1}}, \ldots, x_{i_{k}}\right]$ spanned by the initial vertices, then its label $c(v)$ must belong to $\left\{i_{1}, \ldots, i_{k}\right\}$.

Moreover, by fully-colored simplex we mean a simplex $\sigma \in T$ whose labels are all the colors $\{0, \ldots, n\}$.

Theorem 12.14 (Sperner's lemma). Let $T$ be a subdivision of the $n$-simplex $\Delta^{n}$, and c a Sperner coloring of T. Then $T$ admits an odd number of fully-colored simplices.


Proof. We shall only give elements of the proof in the case $n=2$. Let $T$ be a simplicial complex with vertices $V$ and $c: V \rightarrow\{0,1,2\}$ a coloring as in the theorem. We build a graph $G$, whose vertices are the triangles of $T$, and whose edges are the pairs of triangles $(\sigma, \tau)$ such that they share an edge with labels $(1,2)$. Moreover, we add a vertex $x^{*}$ to $G$, connected to each triangle of the boundary of $T$ that admits an edge with labels $(1,2)$.

By definition of a Sperner coloring, on the boundary $\partial T$, edges with labels $(1,2)$ only happen on the segment $\left[x_{1}, x_{2}\right]$. Moreover, there is an odd number of them, since the vertices on $\left[x_{1}, x_{2}\right]$ must alternate from 1 to 2 . Hence, $x^{*}$ has odd degree.

Now, according to the handshaking lemma, any finite graph has an even number of vertices with odd degree. However, excepted $x^{*}$, vertices of $G$ with odd degree correspond to fullycolored simplices of $T$. This comes from the definition of $G$. We deduce the result.
§12.2.4 Proof of Brouwer fixed point theorem. Based on Sperner's lemma, we now prove Brouwer fixed point theorem.

Proof of Theorem 12.6. Consider a continuous map $f: \mathscr{B}^{n} \rightarrow \mathscr{B}^{n}$, and let $\Delta^{n}$ be the standard $n$-simplex. Remind that the standard $n$-simplex is defined as the convex hull of the canonical basis $e_{0}, \ldots, e_{n}$ of $\mathbb{R}^{n+1}$. By using any homeomorphism $\left|\Delta^{n}\right| \rightarrow \overline{\mathscr{B}}^{n}$, we can consider that $f$ is defined on the simplex: $f:\left|\Delta^{n}\right| \rightarrow\left|\Delta^{n}\right|$.

Let $T$ be a subdivision of $\Delta^{n}$ whose simplices have diameter at most $\delta$, where $\delta>0$ will be defined later. By definition of the standard $n$-simplex, any point $x \in\left|\Delta^{n}\right|$ can be written as $\sum_{i=0}^{n} x_{i} e_{i}$ with $\sum_{i=0}^{n} x_{i}=1$ and only non-negative coefficients. Since $f(x) \in\left|\Delta^{n}\right|$, we can write $f(x)=\sum_{i=0}^{n} f(x)_{i} e_{i}$, and we have $\sum_{i=0}^{n} f(x)_{i}=1$. By the pigeonhole principle, there must be a $i$ such that $f(x)_{i} \leq x_{i}$ and $x_{i}>0$.

We define a coloring of $T$ as follows: for any vertex $v$ of $T, c(v)$ is chosen among the indices $i$ such that $f(v)_{i} \leq v_{i}$. By construction, it is a Sperner coloring. Hence, by Sperner's lemma, $T$ admits a fully-colored simplex $\sigma$.

By letting the diameter $\delta_{k}=\frac{1}{k}$ of the simplices go to zero, we get a collection of fullycolored simplices $\sigma\left(\delta_{k}\right)$. For all $k \geq 1$, let $x_{k}$ be any point in $\sigma\left(\delta_{k}\right)$. By compacity of the ball, we can extract an accumulation point $x^{*}$. At the limit, and since $f$ is continuous, it satisfies $f\left(x^{*}\right)_{i} \leq x_{i}^{*}$ for $i=0, \ldots, n$. Beside, we have $\sum_{i=0}^{n} f\left(x^{*}\right)_{i}=1=\sum_{i=0}^{n} x_{i}^{*}$. Therefore, we deduce that $f\left(x^{*}\right)_{i}=x_{i}^{*}$ for $i=0, \ldots, n$, that is, $x^{*}$ is a fixed point of $f$.

## Exam about Chapter II

## Você tem uma hora para completar os quatro exercícios seguintes. Você pode se referir à matéria do curso.

Exercise 1. Let $(X, d)$ be metric space. Prove that $X$ is bounded ${ }^{1}$ if and only if every countable subset of $X$ is bounded.

Exercise 2. Let $(X, d)$ be metric space.

1. Show that $\frac{d}{1+d}$ is a metric on $X$.
2. Show that $\frac{d}{1+d}$ and $d$ induce the same topology.
3. If $(X, d)$ is not bounded, show that $\frac{d}{1+d}$ and $d$ are not equivalent.

Exercise 3. Let $([0,+\infty), \mathscr{T})$ be the half real line endowed with the Euclidean topology. Let $+\infty$ denote an element that is not in $[0,+\infty)$, and consider the set $[0,+\infty]=[0,+\infty) \cup\{+\infty\}$. Let $\mathscr{U}$ denote the the topology on $[0,+\infty]$ generated by $\mathscr{T}$ and the sets $(a,+\infty]$ for $a \in[0,+\infty)$. Show that $([0,+\infty], \mathscr{U})$ is compact.

ExERCISE 4. Let $(\mathbb{N}, \mathscr{T})$ be the integers endowed with the discrete topology. Let $+\infty$ denote an element that is not in $\mathbb{N}$, and consider the set $\mathbb{N} \cup\{+\infty\}$. Let $\mathscr{U}$ denote the the topology on $\mathbb{N} \cup\{+\infty\}$ generated by $\mathscr{T}$ and the sets $(a,+\infty]$ for $a \in \mathbb{N}$.

1. Show that $(\mathbb{N} \cup\{+\infty\}, \mathscr{U})$ is homeomorphic to the subset

$$
\{0\} \cup \bigcup_{n \geq 1}\left\{\frac{1}{n}\right\} \subset \mathbb{R}
$$

endowed with the subspace Euclidean topology.
2. Is $(\mathbb{N} \cup\{+\infty\}, \mathscr{U})$ homeomorphic to $(\mathbb{N}, \mathscr{T})$ ?

[^0]
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[^0]:    ${ }^{1}$ A metric space $(X, d)$ is bounded if there exists a $D>0$ such that $d(x, y)<D$ for all $x, y \in X$.

